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INTRODUCTION

Discovery of new physics is formulated as testing for the
presence of a specific signal of interest in the data observed
from an experiment.

However, the data collected from the experiments also contains
signals from a range of nuisance sources that constitutes the
background.

Therefore, the density of the data generating process can be
looked as a convex combination of the signal density fs and a

background density fb
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INTRODUCTION

The density of the data generating process f can be written as

f (x; η) = η · fs(x) + (1 − η ) · fb(x) ; x ∈ [L,U ]; η ∈ [0, 1)

where [L,U] is the search region, η is the signal proportion or
signal strength.
Note that, 1 is outside the range of η as η = 1 suggests a data
with only signal which is unrealistic
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The signal search is formulated as the following hypothesis test,

H0 : η = 0 vs H1 : η > 0

▶ In our framework, we assume that we do not have access
to a background only sample and the background density
fb is unknown

▶ We carry out estimation and test for η using only the
physics sample (data generated from the experiments that
may or may not contain the signal)
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MATHEMATICAL FRAMEWORK

▶ We start with a proposal background density gb which

acts as a proxy for the unknown density fb

▶ Let {1, S1 ,T1,T2, · · · } be an orthonormal basis on L2(Gb)

where,

S(x) =
fs(x)

gb(x)
− 1

and S1(x) = S(x)/∥S∥Gb . S captures the deviation from gb

in the direction of the signal
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MATHEMATICAL FRAMEWORK
▶ We can express fb as,

fb(x)
gb(x)

= 1 +
∞∑

j=1
βjTj(x) + δ · S1(x)

where δ is departure from the background in the direction
of the signal fs

▶ Plugging above in f = η · fs + (1 − η) · fb we get,

f (x)
gb(x)

= 1 +
∞∑

j=1
τjTj(x) + θ · S1(x)

where,
τj = (1 − η) · βj;

θ = η · ∥S∥Gb + (1 − η ) · δ
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ESTIMATION

We have,

θ =

〈
f
gb
,S1

〉
Gb

=

∫
S1(x)dF(x)

=⇒ θ̂ =
∫

S1(x)dF(x) = 1
n

n∑
i=1

S1(Xi)

τj =

〈
f
gb
,Tj

〉
Gb

=

∫
Tj(x)dF(x)

=⇒ τ̂j =
∫

Tj(x)dF(x) = 1
n

n∑
i=1

Tj(Xi)

where F is the empirical estimate of the mixture CDF F.
Empirical estimators have a tractable asymptotic distribution.
However,
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ESTIMATION

θ = η · ∥S∥Gb + (1 − η) · δ =⇒ η =
θ− δ

∥S∥Gb
− δ

δ is not estimable since,

δ =
〈

fb
gb
,S1

〉
Gb

=
∫

S1(x)d Fb(x)

Alternative: We simply ignore δ

η̃ =
θ

∥S∥Gb

=⇒ ̂̃η = θ̂
∥S∥Gb

It is easy to show that δ ≤ 0 =⇒ η̃ ≤ η i.e. ̂̃η is a conservative
estimate for η
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SIGNAL SEARCH
The signal search is formulated as the following test

H0 : η = 0 vs H1 : η > 0

But we propose the test

H0 : η̃ = 0 vs H1 : η̃ > 0

Which is again a conservative test given we have δ ≤ 0 It is
equivalent to testing,

H0 : θ = 0 vs H1 : θ > 0

The obvious test statistic would be

Z = θ̂
s.e.(θ̂)

H0−→ N (0, 1) where s.e.(θ̂) =

√√√√√ 1
n

n∑
i=1

S2
1(Xi)− θ̂2

n
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HOW TO ENSURE δ ≤ 0?
Consider a narrow enough interval around the signal location

µs say, Mϵ = (µs − dϵ, µs + dϵ) such that Fs(Mϵ) = 1 − ϵ for
small enough ϵ

ms - de ms + de

Control Region (C) Signal Region (S)

Me
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HOW TO ENSURE δ ≤ 0?

Now, we can show

supMc
ϵ

fb(x)
gb(x)

· ϵ + supMϵ

fb(x)
gb(x)

· (1 − ϵ ) ≤ 1 =⇒ δ · ∥S∥Gb ≤ 0

Therefore, we need:
▶ small ϵ

▶ supMϵ

fb
gb

is preferably below 1 : gb should dominate fb in

majority of Mϵ (if not completely)

▶ supMc
ϵ

fb
gb

is not too large : Mϵ should be narrow enough

(which works for signals with localized peak)
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HOW TO ENSURE δ ≤ 0?

▶ One way to ensure δ ≤ 0 is to make sure that gb dominates
fb in majority of Mϵ

▶ One way to achieve that is to give gb a wide bump
throughout the signal region Mϵ and make sure it cuts
through the bump in f
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HOW TO ENSURE δ ≤ 0?

One possible way to construct gb:

gb(x) = λ ·
[

fs(x, µ1, σ) + fs(x, µ2, σ)
]
+(1−2 λ ) qb(x) ; 0 < λ <

1
2

▶ fs : density from the same family as the signal

▶ qb(x) : guess for the smooth background density or the
available description of fb

▶ µ1 : Slightly above µs − d; µ2 : Slightly below µs + d;
▶ σ : scale parameter larger than that of the signal
▶ λ : mixing proportion
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HOW TO ENSURE δ ≤ 0?
We want something like this
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WHAT IF THE DATA IS BINNED?

▶ The methodology described thus far applies to unbinned
data

▶ To deal with the binned data (n1, x1), (n2, x2), · · · , (nk, xk)

we need to modify our estimator θ̂
▶ We propose the estimators

θ̂(b) =
1
N

k∑
i=1

S1(xi)ni and ̂̃η(b) = θ̂(b)
∥S∥Gb

▶ As long as we are estimating η̃ and testing θ = 0, we are
still performing a conservative inference given δ < 0
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SIGNAL SEARCH FOR BINNED DATA

▶ One can show that θ̂(b) is consistent for θ

▶ We can decompose θ̂(b)

θ̂(b) =
T
N · k

T · 1
k

k∑
i=1

niS1(xi) = T
N · k

T · θ̌

▶ To test H0 : θ = 0 against H1 : θ > 0 we can use the test
statistic

Z(b) =
k· θ̌√

k∑
i=1

niS2
1(xi)

H0−→ N (0, 1)
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SAFEGUARD CAN BE ANTICONSERVATIVE

▶ The safeguard method by Priel et al. (2017) and the spurious
signal method by Aad et al. (2014) are two similar methods
used at the ATLAS collaboration for particle discovery

▶ Both of them try to obtain a conservative estimate of the
background distribution by accounting for signal
fluctuations into them
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SAFEGUARD CAN BE ANTICONSERVATIVE

▶ In the safeguard method, first the background is estimated
by fitting the following model on a signal free calibration
dataset

g(sf )
b (x) = ϵ · fs(x) + (1 − ϵ ) · f (model)

b (x)

▶ In the context of the safeguard method as well, we have
the δ

fb(x)
g(sf)

b (x)
= 1 +

∞∑
j=1

βjTj(x) + δ(sf ) S(sf )
1 (x)

where

S(sf )(x) = fs(x)
g(sf)

b (x)
− 1 ; and S(sf )

1 (x) = S(sf)(x)

∥S(sf)∥
G(sf)

b
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SAFEGUARD CAN BE ANTICONSERVATIVE

▶ Then, the final model that is fit on the physics data using
maximum likelihood estimation to obtain η̂MLE

f̃ (x) = η · fs(x) + (1 − η ) · g(sf )
b (x)

▶ One can show that if δ(sf ) > 0 the asymptotic limit of
η̂MLE i.e. η∗ is strictly positive even when there is no

signal
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NUMERICAL RESULTS: SIMULATION

▶ For demonstration purposes we have chosen a scenario

where δ(sf ) > 0
▶ The data generation process is

f (x; η) =
η
c1

exp
{
− (x−1.28)2

2·(0.02)2

}
+

(1− η )

c2

e−3.3x
√

x ; 1 ≤ x ≤ 2

▶ While fitting the model, we have used a common guess for
the smooth background

qb(x) = f (model)
b (x) = C · x−3.87−1; 1 ≤ x ≤ 2

▶ We implemented our method using gb with
λ = 0.002, 0.005, 0.007 and 0.01.
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NUMERICAL RESULTS: SIMULATION
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NUMERICAL RESULTS: SIMULATION

Method δ Type I
error

Power
(η = 0.01)

safeguard 0.013 0.242 0.923
Unbinned Method

gb(λ = 0.002) 0.016 0.291 0.942
gb(λ = 0.005) 0.008 0.128 0.840
gb(λ = 0.007) 0.002 0.064 0.732
gb(λ = 0.01) -0.006 0.017 0.520
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NUMERICAL RESULTS: SIMULATION
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NUMERICAL RESULTS: VBF ANALYSIS

▶ From our ATLAS collaborators, we obtained data (binned)
on Higgs to dimuon decay (pp → H → µµ) via the Vector
Boson Fusion (VBF) process

▶ Data generating process:

f (x; η) =
η
c1

exp
{
− (x−125)2

2·(3)2

}
+

(1− η )

c2
fb(x) ; 110 ≤ x ≤ 160

▶ Benchmark background density:

qb(x) ∝ 1
(x−91.2)2+( 2.49

2 )
2 + x−1.55; 110 ≤ x ≤ 160

▶ We had 4 categories of VBF data. We found significant
amount of signal in the VBF - medium category.
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NUMERICAL RESULTS: VBF ANALYSIS
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NUMERICAL RESULTS: VBF ANALYSIS

λ in gb η̂ p-value
0 0.096 0.0017
0.0125 0.088 0.0037
0.025 0.080 0.0077
0.0375 0.072 0.0150
0.05 0.064 0.0278
safeguard 0.089 0.0020
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DISCUSSION

▶ We have identified the central role of δ in determining
validity of inference for signal detection under unknown
background

▶ Safeguard and spurious signal method try to be
conservative but can still end up with a positive δ

▶ We propose a heuristic approach to construct the proposal
background via a sensitivity analysis to ensure δ < 0 and
perform a conservative inference without any prior
knowledge about the true background density

▶ The better is the guess qb for the background, the more
reliable is our sensitivity analysis

▶ For cases where the large sample assumption is not met,
we can approximate the null distribution using smoothed
bootstrap
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Thank You!!
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NUMERICAL RESULTS: SIMULATION
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TAIL IN THE BUMP
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