Astronomy & Astrophysicenanuscript no. WCSPaperV0.71 © ESO 2009
April 2, 2009

Representations of Time Coordinates in FITS
Time and Relative Dimension in Space (V0.71)

Arnold H. Rots! Peter S. Bunclark;* Mark R. Calabrett&, Steven L. Allen and Richard N. Manchester

! Harvard-Smithsonian Center for Astrophysics, 60 GardeeeSMS 67, Cambridge, MA 02138, USA
2 Institute of Astronomy, Madingley Road, Cambridge CB3 ORI
3 Australia Telescope National Facility, PO Box 76, EppinG&W 1710, Australia

4 UCO/Lick Observatory, University of California, Santa Cruz, ©8064, USA

Received December 25, 2008; accepted January 1, 2009
ABSTRACT

Context. In a series of four previous papers, formulation and specdfche represention of World Coordinate Transformations i
FITS data have been presented. This fifth paper deals withdarg time.

Aims. Time on all scales and precision known in astronomical @aseshall be described by extending the established FITifatd.
Methods. Employing the well-established World Coordinate Systeamiwork, and maintaining compatibility with the current
standards of time in FITS, the standard is extended to rigdyalescribe the time coordinate.

Results. World coordinate functions are defined for temporal axegpedninearly and as specified by a lookup table.

Key words. methods: data analysis — techniques: image processing

1. Introduction 2. Terms of Reference

Time as a dimension in astromomical data presents chaEbéngeTime WCS information needs to be supported in five contexts:

its representation in FITS files as great as those met by #w-pr _ Recording time stamps in header keywords

ous papers in this series. The first, Paper | (Greisen & Cef#br _ Time coordinate axes in images

2002), lays the groundwork by developing general construct_ Time columns in tables

and related FITS header keywords and the rules for their us- Time coordinate axes in table vector columns

age in recording coordinate information. Paper Il (Caltbr&  _ Time in random groups

Greisen 2002) addresses the specific problem of descrileing c o ) ] -
lestial coordinates in a two-dimensional projection ofske. In ~ We shall distinguish the following components in the speatfi
Paper I, Greisen et al. (2006) apply these methods to sgiection of time:

coordinates. Paper IV (Calabretta et al. 2005) extendsdhe f _ Time Coordinate Frame, containing:

malism to deal with general distortions of the coordinatd.gr _ Time Scale
This paper, Paper V in the series, formulates the represen- — Time Reference Position
tation of the time axis, or possible multiple time axes, itite — Reference Time (the zero point for relative times)
FITS World Coordinate System previously described. We show — Time Reference Direction (if applicable)
how much of the basic structure is employed, while develppin  — Planetary and Solar System Ephemeris used (if applica-
extensions to cope with theftBrences between time and other ble)
dimensions; notable amongst theséatences is the huge dy- — Time Unit
namic range covering the highest resolution relative tgnlo  — Corrections, errors, etc.:
the age of the Universe. — Time ofsets

In the following sections we will first define the terms of ~ — Absolute error

reference of this standard. The next section provides alaexp  — Relative error

nation of the components that are involved and defines the key — Time resolution

words to be used for specifying those components. A section g~ Durations

usage context that includes two header examples referstback The following use cases illustrate the scope of the require-
the terms of reference. Finally, we present some concluding ments for time axes.

marks. ) ) )
— Photon arrival times (“event lists”)

— Time-sampled data streams (referred to as “light curves” in
* Deceased some of our communities)
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— Pulsar pulse profiles (folded, or stacked, light curves)
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3.1. Time Values and Representations of Time

— Image cubes: typically a series of two-dimensional images

acquired at regular time spacing, and stacked so the th
axis is time. Usually precision isn’'t demanding, but thegim
axis must be integrated into a three-dimensional WCS.

— Simulation data

3. Components of the Standard

This section describes the components of the standard. Vowe
we will first define a set of global keywords, their scope, aathd
type They will be defined more precisely in subsequent sestio
This set applies to all subsections of the current sectiothe
following high precision floating-valueghould be interpreted

en though we may tend to think of certain representatiéns o
time as absolute (ISO-8601, Julian days), time values i thi
paper will all be considered relative: elapsed time sincarm p
ticular reference point in time; it may help to view the “abso
lute” values as merely relative to a globally accepted zeiatp

In the following we will first treat the 1SO-8601 representa-
tion, then floating point values of elapsed time since a ezfee
value. Concerning the latter, usage cases show that véitisseo
elapsed since a particular reference time cannot alwaysgre+
sented satisfactorily by existing FITS data types. In addito
the 32-bit €) and 64-bit D) floating point types it is desirable to
have a 128-bit floating point data type.

as floating-valuedwith the caveat that routine double floating
precision may not provide fiicient accuracy; see Section 3.13.1 1. 1SO-8601 DatetimeStrings

Datetime-valuedshould be interpreted astring-valuedwhere

the string conforms to 1SO-8601 format as defined in SectidiTS uses a subset of ISO-8601 (which in itself does not im-

3.1.1.

Keywords The following keywords have global validity in an
HDU (i.e., the header as well as all the data):

TIMEDEL (floating-valued)
Time resolution

TIMEPIXR (floating-valued)
Pixel position of the time stamp; between 0.0 and 1.0, defaul
0.5.

PLEPHEN (string-valued)
Solar system ephemeris; defabit405

TIMEOFFS (high precision floating-valued)
Time offset; default 0.0

In addition, one of these three:

JDREF (high precision floating-valued)
Reference time in JD

MIDREF (high precision floating-valued)
Reference time in MJD

DATEREF (datetime-valued)
Reference time in ISO-8601

The following global keywords have conditional validity am
HDU. they are valid in the header, but may be overridden fer t
data):

TIMESYS (string-valued)
Time scale; defauliTC

TREFPOS (string-valued)
Time reference position; defalfoPOCENT

TREFDIR (string-valued)
Pointer to time reference direction

TIMEUNIT (string-valued)
Time unit; defaults

TIMSYSER (floating-valued)
Absolute time error

TIMRDER (floating-valued)
Relative time error

ply a particular time scale) for several time-related kegadgo
(Bunclark & Rots 1997), such dATE-xxx and MJD-xxx. In

this paper we will usalatetimeas a pseudo data type. at the
present time its values can be written as a character stiag i
format, but it would be desirable to have it included as a data
type in its own right into the FITS standard as tyfé 1f and
when that happens we will assume that new data type will will
be used, rather than the string type.

The full specification for the format of thaatetimestring is:
CCYY-MM-DD[Thh:mm:ss[.s...]]

All of the time part may be omitted (just leaving the date) or
the decimal seconds may be omitted. Leading zeroes may not be
omitted and timezone designators are not allowed. It is prem
ture to prescribe a full format specifier, but we expect it & b
similar to the way the format is handled.

Note the following:

— The earliest date that may be represented in this format is
0000-01-01T00:00:00 (in the year 1 BCE); the latest date is
9999-12-31T23:59:59. This representation of time is teed t
the Gregorian calendar (Pope Gregorius 1582) which means
that its use for times before 1582 is not defined by the ISO
standard itself. However, for use in FITS files we specifying
that such dates are to be interpreted according to the piolep
application of the rules of Gregorius (1582). For dates not
covered by the range we recommend the use of Julian Day
or Modified Julian Day (MJD) numbers.

— In time scale UTC the integer part of the seconds field runs
from 00 to 60; in all other time scales the range is 00 to 59.

— This data type may only be used in “pixel list” mode. It can-
not be allowed in image axis descriptions SiAB¥AL is re-
quired to be a floating point value.

— ISO-8601datetimedoes not imply the use of any particular
time scale (see Section 3.3.1).

h

3.1.2. Single or Double Precision Floating Point Relative
Time

These are existing data types that do not need any partjpdar
visions and can be used when their precisioffices.

The following sections deal with situations where double
precision floating point does not provide enough precision.
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3.1.3. Higher Precision in Header Keywords The following time values are part of an axis definition:

In headers, the value may be written to as many significant fig- CRVALi (high precision floating-valued)
ures as required. Such free-format floating point is alragady Reference pixel time value
ognized in the FITS standard (IAU FITS Working Group, 2008).
We emphasize that it always is, and has been, the implergnter CRVALia (high precision floating-valued)
responsibility to check on the required accuracy of keywwaiel Reference pixel time value
ues, rather than to assume that “a double is good enough” (see ] o )
Section 4.2.4 of the standard), although FITS readers and ge TCRVLN (high precision floating-valued)
eral applications may need to be checked whether they handle Reéference pixel time value
this correctly. Nevertheless, this takes care of keywoldesas
well as the time axis in images.

Note that this technique can also be used in ASCII tables
with the use of th&, E, andD formats.

TCRVna(high precision floating-valued)
Reference pixel time value

Notes This paper does not prescribe how average times (for the
keywords*-AVG) need to be calculated.

MID-0BS is specifically defined as the start time of the obser-
In binary tables one may use vector pairs. The time column Vation; DATE-O0BS is not. Consequently, one may use (as many
such a table shall contain a vector of two doubles where thie fihave done) the keyword

component of the doublet contains the integer portion ofithe DATE-BEG (datetime-valued)

value and the second one the fractional part. Start time of data in 1ISO-8601 accordingToMESYS

3.1.4. Higher Precision in Binary Tables: Doublet Vectors

3.1.5. nghgr Preqsmn in Binary and ASCII Tables: Quad 3.3 Time Coordinate Frame
Floating Point

his section defines the various components that consttiete
ime coordinate frame. For a full review of the AU resolurtio
ncerning space-time coordinate transformations, séel%

(2003).

For ASCII tables there may not be any need for a high-pretisi
data type (see Section 3.1.3).

In binary tables, we expect that at some point a new dagtgx
type will be definedlong doubleor quad With theL andqQ type '
codes spoken for, we propose that the valugRgRMn shall be
rSa (suggesting sixteen bytes — or super-double). If and whgrs.1. Time Scale

this data type is adopted we shall assume that it will be used f ) ! o .
time stamps. The Time Scale defines the time’s temporal reference frame (i

the terminology of the IVOA Space-Time Coordinate metadata
standard; see Rots 2008). See also the USNO (2008) page on
3.2. Keywords that Represent Time Values Time Scales.
r Table 1 lists allowed values. In cases where this is sigmifica
Oone may append a specific realization, in parenthes, to the va
ues in the table; e.gTT (TAI), TT(BIPMO8), UTC(NIST). Note

Keywords The following time values are found in the heade
independent of any time axes in the data:

DATE (datetime-valued) that linearity is not preserved across all time scales. Bpaity,
Creation date of the HDU in UTC if the location remains unchanged (see Section reftrefiibs)

_ o ) first eight are linear transformations of each other (exogpt
MJD-0BS (high precision floating-valued) leap seconds), and so &eB andTCB. All use of the time scale
Starttime of data in MJD according TIMESYS GMT in FITS files shall be taken to have its zero point at mid-
MID-AVG (high precision floating-valued) glgglte,rc(cigf?g)'nant with UT, including dates prior to 1925gse

Average time of data in MJD according TGMESYS . . S
g g Any other time scales that are not listed are intrinsicatly u

MID-END (high precision floating-valued) reliable angbr ill-defined. These should be tied to one of the ex-
Stop time of data in MJD according RIMESYS isting scales with appropriate specification of the undetits;

the same is true for free-running clocks.
DATE-OBS (datetime-valued) Most current computer operating systems adhere to the
Time of data in ISO-8601 according TAMESYS POSIX standard for time, and use Network Time Protocol (NTP)

to closely synchronize to UTC. This reasonable approxiomati
to UTC is then commonly used to derive timestamps for FITS
data. However, authors of FITS writers and subsequent o$ers

DATE-AVG (datetime-valued)
Average time of data in ISO-8601 accordingItMESYS

DATE-END (datetime-valued) FITS timing information should be aware of the accuracydimi
Stop time of data in 1SO-8601 accordingTMESYS tations of POSIX and NTP, especially around the time of a leap
second.

TSTART (high precision floating-valued)
Start time of data iITIMEUNIT relative toMJDREF, JDREF, or

DATEREF according torTMESYS Keywords The following keywords may assume the values for

the Time Scale th_at are enur_nerated in Table 1. The foundsdtion
TSTOP (high precision floating-valued) keyword for the Time Scale is:

Stop time of data imMIMEUNIT relative toMJDREF, JDREF, or )
DATEREF according taI IMESYS TIMESYS (string-valued)
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Table 1 Allowed Time Scale Valués

Table 2 Standard Time Reference Position Values Contam#ukiJPL

TT (Terrestrial Time; IAU standard): defined onthe ro-  Ephemerides
tating geoid TOPOCENT  Topocenter: the location from where
TDT (Terrestrial Dynamical Time): synonym for TT the observation was made (default)
(deprecated) GEOCENTE  Geocenter
ET (Ephemeris Time): continuous with TT; should not BARYCENT  Barycenter of the solar system
be used for data taken after 1984-01-01 RELOCATA  Relocatable: to be used for simula-
TAl  (International Atomic Time): TT- 32.184 s tion data only
IAT  synonym for TAI (deprecated) CUSTOM A position specified by coordinates
UTC (Universal Time, Coordinated; default): runs syn- that is not the observatory location
chronously with TAI, except for the occasional in-
sertion of leap seconds; as of 2009-01-01 UFC Less common allowed standard values are:
TAI - 34s HELIOCEN  Heliocenter
GPS (Global Positioning System): runs (approximately) GALACTIC Galactic center
synchronously with TAl; GPS TAI — 19 s. EMBARYCE Earth-Moon barycenter
TCG (Geocentric Coordinate Time): TT reduced to the MERCURY  Center of Mercury
geocenter, corrected for the relativistiffexts of VENUS Center of Venus
the Earth’'s rotation and gravitational potential; MARS Center of Mars
TCG runs faster than TT at a constant rate. JUPITER Center of Jupiter
GMT (Greenwich Mean Time): continuous with UTC; SATURN Center of Saturn
should not be used after 1972-01-01. URANUS Center of Uranus
TDB (Barycentric Dynamical Time): runs quasi- NEPTUNE Center of Neptune
synchronously with TT, except for the relativistic PLUTO Center of Pluto
effects introduced by variations in the Earth’s
velocity relative to the barycenter; when referring
to celestial observations, a pathlength correction to The most common allowed standard values are shown in
the barycenter may be needed which requires the i : : .
Time Reference Direction used in calculating the Table_ 2.The definition of these values is consistent with the
pathlength correction. practice o'f Paper Il (2006) and the FITS Standard (IAU FWG
TCB  (Barycentric Coordinate Time): TDB corrected for ~ 2008). This is not to say that we would not have preferred € us
the relativistic &ects of the gravitational potential ~ full words.
at the barycenter (relative to that on the rotating In order to provide a complete descripticFQPOCENT re-
geoid), thus ensuring consistency with fundamen-  quires the observatory’s coordinates to be specified. Yier o
tal physical constants; TCB runs faster than TDB  three options: the ICRS Cartesian coordinates (X, Y, Z)ointr
at a constant rate. , duced in Paper llI; a geodetic latityttEngitudeheight triplet;
LOCAL for simulation data and for free-running clocks.

ISpecific realizations may be appended to these values,
in parentheses; see text.

or a reference to an orbit ephemeris file.

A non-standard location indicated BySTOM will be spec-
ified in a manner similar to the specification of the obsemato
location (indicated byTOPOCENT). One should be careful with
the use of th&€USTOM value and not confuse it withOPOCENT,

In relevant context it may be overridden by (see Sections 28 US€ of the latter imparts additional information on trevpr
and 4.3 for details):

CTYPEIi (string-valued)
CTYPEia (string-valued)
TCTYPn (string-valued)

TCTY na(string-valued)

nance of the data.
Keywords The Time Reference Position is specified by the key-
word

TREFPOS (string-valued)

TREFPOS will apply to time coordinate axes in images as well.
See Section 4.2.1 for an explanation.
In binary tables dierent columns may represent completely

The default value i¥TC. Note that the Time Scale for timedifferent Time Coordinate Frames. However, also in that situ-

axes is encoded in theTYPE family of keywords; if these are ation the condition holds that each column can have only one
absent, it defaults to the value DEMESYS; if that is absent, too, Time Reference Position. Hence, the following keyword may
the Time Scale i¥TC. overrideTREFPOS:

TRPOS n (string-valued)
3.3.2. Time Reference Position

If the value of any of these keywordsTSPOCENT, the observa-

The reference position specifies the spatial location witeze 4y hosition needs to be specified. If the valu€isTo, the
time was measured. This may be a standard location (Su_c_h‘&étom" position needs to be specified. In either case vosvall
GEOCENTE or TOPOCENT) or a point in space defined by specifiGhrae mechanisms for this.

coordinates. In the latter case one should be aware thaba (3-
spatial coordinate frame needs to be defined that is likebeto
different from the frame(s) that the data are associated witie. N
thatTOPOCENT is only moderately informative if no observatory
location is provided or indicated.

The ICRS Cartesian coordinates (with respect to the geocen-
E)er) as defined in Paper Il

OBSGEO-X (floating-valued)
ICRS Cartesian X inm
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OBSGEO-Y (floating-valued) Note: Thevalueof the reference time has universal validity for
ICRS Cartesian Y inm all time values, but it does not have a particular Time Scale a
OBSGEO-Z (floating-valued) sociated with it. Therefore iJDREF = 50814.0, and assum-
ICRS Cartesian Z in m ing TIMEUNIT= 's’, a time instantT = 864000 associated
with TT will fall on 1998-01-02T00:00:00.0(TT) or 1998-01-
The geodetic coordinates: 01T723:59:27.816(TAl), but a time instaiit = 864000 asso-
. ciated with TAI will fall on 1998-01-02T00:00:32.814(TT) o
OBSGEO-B (floaing-valued) 1998-01-02T00:00:00.0(TAI)
Latitude in deg, North positive RS '

OBSGEO-L (floating-valued)
Longitude in deg, East positive

OBSGEO-H (floating-valued)

3.3.4. Time Reference Direction

If any pathlength corrections have been applied to the time

Altitude in m stamps (i.e., if the reference position is FOPOCENT for obser-
vational data), the reference direction that is used inutafing
An orbit ephemeris file: the pathlength delay should be provided in order to mairgain

proper analysis trail of the data. However, this is only uk#f
there is also information available on the location from wehe
the observation was made (the observatory location). Tiee-di

Beware that only one set of coordinates is allowed ition will usually be provided in a spatial coordinate frarhadtt
a given HDU. Nanosecond precision in timing requires thé already being used for the spatial metadata, althoughigha
OBSGEO-[XYZBLH be expressed in a geodetic reference frantet necessarily the case. Itis, for instance, quite coatéthat
defined after 1980 in order to be fBuiently accurate. The multiple spatial frames are already involved: spheric&8Xo-
geodetic altitudeDBSGEO-H is measured with respect to I1AU ordinates for celestial positions, and Cartesian FK5 farcsp
1976 ellipsoid which is defined as having a semi-major axis ofaft ephemeris. We also acknowledge that the time referenc
6378140 m and an inverse flattening of 298.2577. direction does not by itself provide icient information to per-
form a fully correct transformation; however, within thentext
of a specific analysis environment it shouldiize.

The uncertainty in the reference directioffiezts the errors

OBSORBIT (string-valued)
URI, URL, or name of orbit ephemeris file

Note The OGIP conventiohuses the keyword IMEREF and

only allows valuesLOCAL’ (i.e., Topocenter), GEOCENTRIC, : : : : :
) N v ' ) ' inthe time stamps. A typical example is provided by barydent
HELIOCENTRIC, ' SOLARSYSTEN (i.e., Barycenter); the con- .. octions where the time erray, is related to the position
vention contains also the somewhat peculiar key\IaigS IGN. error poSy:

e

We will not adopt these keywords in order to avoid confusion
on allowed values and meaning. Instead, we adopt the kepwoter(MS) < 2.4pos(arcsec)

TREFPOS andTRPOS N (see above). We shall indicate the reference direction through a refegen
to specific keywords. These keywords may hold the reference d
3.3.3. Time Reference Value rection explicitly or indicate columns holding the cooraties. In

event lists where the individual photons are tagged withadiap
We allow the time reference point to be defined in threfedi position, those coordinates may have be used for the referen
ent systems: 1ISO-8601, Julian Day (JD; see Herschel 1851)direction and the reference will point to the columns caritag
Modified Julian Day (MJD= JD — 2,400,000.5; see IAU 1997). these coordinate values. The de facto OGIP convention,@n th

other hand, uses the keywoRls NOM andDEC_NOM indicating a

Keywords The reference pointin time, to which all times in théJIObaIIy applied direction for the entire HDU.
HDU are relative, may be specified through one of three key-
words: Keywords The Time Reference Position is specified by the key-

DATEREF (datetime-valued) word
TREFDIR (string-valued)

TREFDIR will apply to time coordinate axes in images as well.
MIDREF (high precision floating-valued) See Section 4.2.1 for an explanation.
) In binary tables dierent columns may represent completely
If, for whatever reason, a header contains more than oneferent Time Coordinate Frames. However, also in that situ-
these keywords)DREF shall have precedence oVBATEREF  aiion the condition holds that each column can have only one

andMJDREF shall have precedence over both the others. If nNoRgne Reference Direction. Hence, the following keyword may
of the three keywords is present, there is no problem as l0j@errideTREFDIR:

as all times in the HDU are expressed in 1SO-8601; otherwise .

MIDREF = 0.0 shall be assumed. TREFPOS = 'CUSTOM it is TRDIRN (string-valued)

perfectly legitimate for none of the reference time keyveoial The value of the keyword shall consist of the name of the key-

be present, as one may assume that we are dealing with simulerd or column containing the longitudinal coordinateldaled

tion data. by a comma, followed by the name of the keyword or column
1 These were originally developed by théiGe of Guest Investigator Conta'”'_”g thg latitudinal Coordmate' For the above qd@&1P

Programs at Goddard’s Lab for High Energy Astrophysics. Bieier CONvention this would result in:

known part of that same organization is HEASARC. Those catives TREFDIR="RA_NOM, DEC_NOM’

have been pretty much universally adopted for HEA missipagjcu- For the example in Table 5:

larly NASA, but also many ESA missions. TRDIR20 = "TTYPE21,TTYPE22’

JDREF (high precision floating-valued)
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3.3.5. Planetary and Solar System Ephemeris

If applicable, the Planetary and Solar System Ephemerid use
for calculating pathlength delays should be identified.sTisi

particularly pertinent when the time scaleTi3B.

Keyword The time dfset is set by:
TIMEOFFS (high precision floating-valued)

and has global validity for all times in the HDU. It has the gam

The ephemerides that are currently in use are JPL's (JRleaning as the keyworTfIMEZERO in the OGIP convention —

2007a and 2007b):

which we did not adopt out of concern for the potentially am-
biguous meaning of the name.

— DE200 (Standish 1990); considered obsolete, but still in use)

— DE405 (Standish 1998; default)

Keyword The Planetary and Solar System Ephemeris used
the data (if required) is indicated by the value of the keydvor

PLEPHEM (string-valued)

which is limited to the list above.

3.4. Time Unit

The specification of the time unit allows the values defined in
Paper | (2002) and the FITS Standard (IAU FWG 2008), with
the addition of the century. We would recommend the follayvin

s: second (default)

— d: day (= 86,400 s)

a: (Julian) year £ 365.25 d)
cy: (Julian) century£ 100 a)

The following values are also acceptable:

— min: minute & 60 s)
— h: hour (= 3600 s)
— yr: (Julian) year € a = 365.25d)

3.5.2. Absolute Error
I?e absolute time error is expressed in the specified timts.uni
is is the equivalent of the systematic error defined in iorey
papers.
Keywords The absolute time error is set by:
TIMSYSER (floating-valued)

but may be overridden, in appropriate context, by:

CSYER (floating-valued)
CSYERia (floating-valued)
TCSYEn (floating-valued)
TCSYna(floating-valued)

3.5.3. Relative Error

The relative time error specifies accuracy of the time stamlps
ative to each other. This error will usually be much smaheamt
the absolute time error. This error is equivalent to the camd

error defined in previous papers.

Keywords The time unit is set by the keyword o
Keywords The relative time error (the random error between
TIMEUNIT (floating-valued) time stamps) is set by:

In relevant context, this may be overridden by: TIMRDER (floating-valued)

CUNITI (floating-valued) but may be overridden, in appropriate context, by:

. . CRDER (floating-valued)
CUNITia (floating-valued)

) CRDERia (floating-valued)

TCUNIn (floating-valued)
TCRDEn (floating-valued)

TCUN na (floating-valued)
TCRD na (floating-valued)

3.5. Assorted Items Affecting Time Data: Corrections, Errors,
etc. 3.5.4. Time Resolution

All guantities enumerated below will be expressed in thegite The resolution of the time stamps is represented by a sintple d
ing time units, the default being ble. This may, for instance, be the size of the bins for timeese
data or the bit precision of the time stamp values.

3.5.1. Time Offset

) ) ) ) Keyword The time resolution is universal in the HDU, and set
It is sometimes convenient to be able to apply a uniform clogg, the keyword

correction in bulk by just putting that number in a single key
word. A second use for a timefset is to set a zeroffset to a
relative time series, allowing zero-relative times, ott joigher
precision, in the time stamps. Its default value is zero.

TIMEDEL (floating-valued)

in the units ofTIMEUNIT.
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3.5.5. Time Binning (or a similar keyword) in the units GfIMEUNIT. It shall be the

. I . . effective exposure time for the data, corrected for dead time.
When data are binned in time bins (or, as a special case,vent P

are tagged with a time stamp of finite precision) it is impotta

to know to which position in the bin (or pixel) that time stamp

refers. This is an important issue: the FITS standard assurde Usage Contexts

that coordinate values correspond to the center of all pjxsit,

clock readings arefkectively truncations, not rounded valuesAs a general comment, we should point out that the distortion

and therefore correspond to the lower bound of the pixel. ~ conventions described in Paper IV (2005) are also very much
The OGIP conventions specify the time position of the tim@pplicable to the time coordinate axis. The keywords diseds

value in the pixels through the keywomIMEPIXR. Its value in detail, following, are summarized in Table 3.

ranges from 0.0 to 1.0. In conformance with the FITS pixet def

inition, the default is 0.5, although the value 0.0 may beeno

common in certain contexts. Note, for instance, that thieis

quired when truncated clock readings are recorded, as G8® ¢ ryles governing these keywords are elaborated on ifoBect
for aimost all event lists. It seems unwise to allow this keyv - 3 544 summarized in Table 3. The remaining issues are the spec
to be specified separately for multiple time frames, rathent iication of TREFDIR and, potentially, Good Time Interval tables
requiring its value to apply to all. and the specification of additional durations other tKBOSURE.

E1.1. Header Keywords

Keyword The relative position of the time stamp in each tim
bin (TIMEDEL in the case of an event list) or pixelI{ELT in

the case of an image axis) is set universally in the HDU by ”E&ample 1 (Table 4) is a data cube in which the&kis is time.
keyword: It is in fact a sequence of 2-D images stacked together.

TIMEPIXR (floating-valued) The rules governing keywords defining the time axis in an
image (which could be a one-dimensional time series or aimult
TIMEPIXR may vary between 0.0 and 1.0; the default value imensional space-time-spectral hypercube) are alseliaig-
0.5. ing dealt with in Section 3 and summarized in Table 3, buteher
are some aspects that require further elaboration.

3.2. Time Axis in Images

3.6. Durations

Durations shall not be expressed in 1SO-8601 format, but orff-2-1. Restrictions
as actual durations (i.e., numerical values) in the unitshef
specified time unit.

There is an extensive collection of header keywords that i
dicate time durations, such as exposure times, but therazmg
pitfalls and subtleties that make this seemingly simplecept
treacherous. For instance, a Chandra observation mayhést
following related concepts:

An image will have at most one time axis. Consequently, ag lon
as the axis is identified througITYPEI, there is no need to have
axis number identification on the other time-related keydsor

In addition, we expressly prohibit the specification of rpé
Hjme reference positions on this axis for alternate timerdbo
nate frames, since this would give rise to complicated model
dependent non-linear relations between these frames.eflenc

— APPROVEDTIME: awarded exposure time time scalesTDB and TCB may be specified in the same image,

— SCHEDTIME: scheduled observing time but cannot be combined with any of the first nine time scales in

— ADMINTIME: an administrative measure, counting the onfable 1; those first nine can be expressed as linear tranaform
target time tions of each other, too, provided the reference positiomaias

— ONTIME: duration of the observation, including dead time unchanged.
— EXPOSURE or GOODTIME: effective exposure time, corrected

for dead time . - -
_ CHARGETIME: amount of time charged against the awardet2-2- CPELTIa, CDi-ja and PCi-ja

observing time If the image does not use a matrix for scaling, rotation amésh

Related to these are various keywords providing dead time C.QDaper I, 2002)CDELTia provides the numeric value for the time

rection factors, dead time correction flags, and duty cydieri nterval.

mation, TELAPSE, as well as Good-Time-Interval (GTI) tables,  Ifthe PCform of scaling, rotation and shear (Paper |, 2002) is

which we may or may not want to cover. used,CDELTia provides the numeric value for the time interval,

Our inclination is to only defin&POSURE (or equivalent) in andpPCi_j, wherei = j = the index of the time axis (in the typical

the present standard and, possibly, recommend a standard ¢gse of an image cube with axis 3 being tirne, j = 3) would

mat for GTI tables. That format recommends tables with thréake the exact value 1, the default (Paper |, 2002).

columns: start, stop, and weight. The third column contains = When theCDi_j form of mapping is usedDi_j provides the

value between 0 and 1 (i.e., a weight of O indicat®ad Time- numeric value for the time interval.

Interval), is optional, and has a default value of 1. If one of the axes is time and the matrix form is used, then
the treatment of theCi_ja (or CDi_ja) matrices involves at least

Keyword At this time (TBD)the only defined duration is indi- & Minkowsky metric and Lorentz transformations (as conéts

cated by the keyword: with Euclidean and _Gahlean)[hls calls in the need to ensure
that the references include the 1AU resolutions on cootdma

XPOSURE (floating-valued) and metrics from the past two decades.
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4.2.3. CRVALia Linear alternative time scales may easily be specified fer im

ages and table columns; non-linear ones are not out of the que

One should be aware that, even if the zero point of time iSSPg(,, "1t 4o not make much sense, as they are required to refer
ified by DATEREF, CRVALia is required to contain the elapse o tr;e sam&REFPOS or TRPOS n ’

time in units of TIMEUNIT or CUNITia; the WCS standard this ;.0 scalelocAL is by itself; TDB and TCB are linearly re-

keyword CRVALia) to be numeric. lated; and all the other time scales are linearly relatedatthe
other (except for leap seconds; see below).
4.3. Time Columns in Tables All times are relative (t&1JDREF, JDREF or DATEREF). That
] ] means that they are elapsed times and that users have to take

Example 2 (Table 5) is part of the header of an event list (a Riare of leap seconds when using UTC; the udiiis defined as
nary table in pixel list mode) with two time columns. Column Bg400 elapsed seconds. But beware of the following: the-refe
carries time in TT, with alternate time coordinate frameSWC  ance time values are to be taken in the time scale specified for
and TCG. Column 20 contains the time stamps in TDB with ae coordinate one is dealing with. That is why TE&V1A in the
alternate frame in TCB, columns 21 and 22 the events’ p@sitio Taple 5 needs to account for thefdrence betweeMIDREF(TT)

The rules governing keywords defining the time in tablgnqyprREF(UTC).
columns (pixel as well as vector columns) are also largeiyde  Times are relative, except when they are expressed as an
dealt with in Section 3 and summarized in Table 3, but, agai50-ge01datetimestring or, if and when available, data type
there are some aspects that require further elaboration. T.

Also in the context of tables. the most important point 10 Times have special requirements when it comes to precision
keep in mind is thalCTYPn andor TCTYna contain the ime anq, hence, data types. We anticipate at some time in theefutu

scale. However, it should also be pointed out that a bindeta ihat two new data types may be added to the FITS standard:
column withTTYPEn = 'TIME' and lacking anyrC* n keywords

will be controlled by the global keywords listed in Table i§ - T: 1ISO-8601 (as defined in the Y2k agreement; see Bunclark
is a common convention in existing files that will still be com & Rots 1_997) _ _
pliant with the present standard. — S: 128 bit quad floating point (IEEE 754-2008)

Times may then be expressed using data typasF, D, S, or T,
4.3.1. Restrictions as appropriate.

The same restrictions imposed on the image time axis (Sife? As an alternative to the new datatypawe recommend that
Section 4.2.1) also apply to individual table columns. Hesre ative elapsed times may also be expressezbasut require

. Y .that the first element of thzgD doublet vector contain the integer
since one can have more than one column with time informati

; g . gy . Bﬁrt, the second the fractional part of time. This is, in a,veay
in the same table, itis possible to mixigrent time reference po- ;1 nate bandaid, but not unprecedented, since theeléi
sitions and time scales that are not linearly related to eduoér

. : X used in various ephemeris and timing packages.
— provided that one does not mix these in the same column. There is no precision problem with time-related keywords,
as they may contain as many digits as necessary. Howeves, use
4.4. Time in Random Groups should take special care in reading these values and notysimp
. . _ assume that "a double is good enough”.
There are two ways in which time can enter into random group |, terms of backward compatibility: note that a binary ta-
data (see Greisen & Harten 1981): as one of the subarray aggscolumn withTTYPEN = *TIME and lacking anyIC*n key-

or through a group parameter. In the former case the sitvatigoqs will be controlled by the global keywords listed in Tab
is identical to that in images and we refer to Section 4.2lier t 5 Therefore, these files will not be invalidated.

rules. If time is to be transmitted through a group paramdter

simply means that the AcknowledgementsThe authors want to express their deep gratitude and appre-
) ] ciation for the dedication and tirelesffats of their colleague and friend Peter
PTYPEi (string-valued) Bunclark in moving the work on this paper forward. We receitis last email

. on 8 December 2008, just two days before his untimely death.nMés Pete
keyword needs to be set to one of the Time Scale codes fr@@ariy, not only as a great co-author who kept us on the traigd narrow, but

Table 1, just like th&€TYPEi. All the global time reference frame especially as a very good friend. It was a privilege to haWaborated with him.
keywords (see Table 3) apply, just as they wouldIifPEi were
set to the same time scale value, except that there is ndydigsi ¢
of override since thRUNITi, PSYERi, andPRDERi keywords are References
not defined in the standard. Bunclark, P. S. & Rots, A. H. 1997 FITSY2k agreement:
httpy/fits.gsfc.nasa.ggyear2000.html
) Calabretta, M. R., & Greisen, E. W. 2002, A&A 395, 1077, Pdper
5. Concluding Remarks Calabretta, M. R., et al. 2005, Representations of distastin FITS world co-
] ) ) ] ordinate systems, in preparation, Paper IV
The following comments summarise some saliant points thadegorius, Pope 158ater gravissimasVaticanum
may otherwise go unnoticed, as they are buried in scattef@@isen, E. W., & Calabretta, M. R. 2002, A&A 395, 1061, Paper .
placesThese are currently just notes and will need to be turn&eisen. E.-W., Calabretta, M.R. Valdes, F.G., & Allen, 52006, Paper |lI:

! ; . Representations of spectral coordinates in FITS, A&A 44G-771.
into proper prose if thet are deemed to be important enoughdRisen E. W. & Harten R. H. 1981 A&ASuppl 44, 371

be included Herschel, John 1851, Outlines of astronomy (4th edition)SiryJohn F. W.
In images there will be 0 or 1 time axis, so having unnum- Herschel

bered global keywords apply to it is not problem as long as i) 1997, Resolution B1 of the XXilird IAU,
time axis is identified httpy/www.!au.orgstatl_dre_solutlon#AU1997_French.pdf
. . . . . httpy/www.iers.orgMainDisp.cs|?pie-98-110
All times scales in an image and all times scales on a singigy FITs working Group, 2008 Definition of the Flexible Imageansport
columnin a table need to refer to the salR&FPOS or TRPOS n. System (FITS) httpfits.gsfc.nasa.ggfits_standard.html
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Table 3. Time Scale Keywords

Table Pixel Columriable Vector Columns
Primary Alternate Primary Alternate

Keyword Description Header Only

Single

Images
Multiple

Informational Keywords

Date of HDU creatiof DATE
Datetime of whole observation = DATE-OBS
Effective datélTime of observation DATE-AVG
MID-AVG
MJID-0BS
TSTART
DATE-END

Start dat@ime of observation

End dat@ime of observation

MID-END
TSTOP

Global Time Reference Frame Keywords

Time scale TIMESYS
Zero pointin MJD MIDREF
Zero pointin JD JDREF
Zero pointin ISO-8601 DATEREF
Reference position TREFPOS
Reference direction TREFDIR
Solar system ephemeris PLEPHEM
Time unit TIMEUNIT
Time resolution TIMEDEL
Time offset TIMEOFFS
Time position in pixel TIMEPIXR
Absolute Error TIMSYSER
Relative Error TIMRDER

Optional Context-Specific Override Keywords

Time scale TIMESYS CTYPEI CTYPEia TCTYPn TCTYnha iICTYPNn ICTYna
Reference position TREFPOS TRPOSN TRPOSN
Reference direction TREFDIR TRDIRN TRDIRN
Time unit TIMEUNIT CUNITi CUNITia TCUNIn TCUNna iCUNINn iCUNna
Absolute Error TIMSYSER CSYERi CSYERia TCSYEn TCSYna iCSYEn iCSYna
Relative Error TIMRDER CRDERiIi CRDERia TCRDEn TCRDnha iCRDEn iCRDna
Context-Specific Keywords
Time axis name CNAMEi CNAMEia TCNAMn TCNAna iCNAMN  ICNANna
Time axis reference pixel CRPIXi CRPIXia TCRPXn TCRPna iCRPXn iCRPna
Time axis reference value CRVALi CRVALia TCRVLn TCRVha iCRVLn iCRVNna
Time scaling CDELTi CDELTia TCDLTn TCDEna iDLTN iCDEna
Transformation matrix CDi_j CDi-ja TCn_ka ijcChna
Transformation matrix PCi_j PCi_ja TPn_ka ijPCna

3n UTC at Earth’s surface
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Table 4. Cube with two spatial & one time axis

123456789 123456789 123456789 123456789 123456789 123456789 123456789 123456789
SIMPLE = T / Fits standard

BITPIX = -32 / Bits per pixel

NAXIS = 3 / Number of axes

NAXIS1 = 2048 / Axis length

NAXIS2 = 2048 / Axis length

NAXIS3 = 11 / Axis length

DATE = "2008-10-28T14:39:06’ / Date FITS file was generated
OBJECT = ’2008 TC3’ / Name of the object observed
EXPTIME = 1.0011 / Integration time

MID-0BS = 54746.02749237 / Obs start

DATE-OBS= ’'2008-10-07T00:39:35.3342’ / Observing date
TELESCOP= ’VISTA ’ / ESO Telescope Name

INSTRUME= ’'VIRCAM '’ / Instrument used.

TIMESYS = ’UTC ’ / From Observatory Time System
TREFPOS = ’TOPOCENT’ / Topocentric

MIDREF = 54746.0 / Time reference point in MJID
RADESYS = "ICRS ’ / Not equinoctal

CTYPE2 = 'RA---ZPN’ / Zenithal Polynomial Projection
CRVAL2 = 2.01824372640628 / RA at ref pixel

CUNIT2 = ’deg ’ / Angles are degrees always

CRPIX2 = 2956.6 / Pixel coordinate at ref point
CTYPE1 = ’'DEC--ZPN’ / Zenithal Polynomial Projection
CRVAL1 = 14.8289418840003 / Dec at ref pixel

CUNIT1 = ’deg ’ / Angles are degrees always

CRPIX1 = -448.2 / Pixel coordinate at ref point
CTYPE3 = ’UTC ’ / linear time (UTC)

CRVAL3 = 2375.341 / Relative time of first frame
CUNIT3 ="'s ’ / Time unit

CRPIX3 = 1.0 / Pixel coordinate at ref point
CTYPE3A = 'TT ’ / alternative linear time (TT)
CRVAL3A = 2410.525 / Relative time of first frame
CUNIT3A = ’s ’ / Time unit

CRPIX3A = 1.0 / Pixel coordinate at ref point
OBSGEO-B= -24.6157 / [deg] Tel geodetic latitute (=North}
OBSGEO-L= -70.3976 / [deg] Tel geodetic longitude (=East}
OBSGEO-H= 2530.0000 / [m] Tel height above reference ellipsoid
CRDER3 = 0.0819 / random error in timings from fit
CSYSER3 = 0.0100 / absolute time error

PC1_1 = 0.999999971570892 / WCS transform matrix element
PC1_2 = 0.000238449608932 / WCS transform matrix element
PC2_1 = -0.000621542859395 / WCS transform matrix element
PC2_2 = 0.999999806842218 / WCS transform matrix element
CDELT1 = -9.48575432499806E-5 / Axis scale at reference point
CDELT2 = 9.48683176211164E-5 / Axis scale at reference point
CDELT3 = 13.3629 / Axis scale at reference point
PV1_1 = 1. / ZPN linear term

PV1_3 = 42 . / ZPN cubic term

END
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Table 5. Header extract of a binary table (event list) with tisne columns

123456789 123456789 123456789 123456789 123456789 123456789 123456789 123456789
COMMENT ~  --————---- Globally valid key words ----------————---
TIMESYS = ’TT ’ / Time system REPEATED FOR CLARITY ##t#
MIDREF 50814.000000000000 / MID zero point for (native) TT ###
TIMEPIXR= 0.5000000000000 / default #H#
TIMEDEL = 3.2410400000000 / timedel Levl (in seconds) ###
TREFPOS = ’TOPOCENT’ / Time is measured at the telescope

PLEPHEM = ’'DE405 ’ / SS ephemeris that is used

TIMRDER = 1.0000000000000E-09 / Relative error

TIMSYSER= 5.0000000000000E-05 / Absolute error

OBSORBIT= ’'orbitf315230701N001_ephl.fits’ / Orbit ephemeris file

COMMENT ~  --—=--——--- First Time Column ---------------———————-

TTYPE1 = ’'Time ’ / S/C TT corresponding to mid-exposure ###
TFORM1 = ’2D ’ / format of field ###
TUNIT1 ="'s ’ #H#
TCTYP1 = 'TT ’

TCNA1 = ’Terrestrial Time’ / This is TT

TCUNI1 ="'s ’

TCRPX1 = 0.0 / MIDREF is the true zero point for TIME-TT ...
TCRVL1 = 0.0 / ...and relative time is zero there

TCDLT1 = 1.0 / 1sis1s

TCRD1 = 1.0000000000000E-09 / Relative error

TCSY1 = 5.0000000000000E-05 / Absolute error

TCTY1A = ’UTC ’ / UTC ELAPSED seconds since MJDREFA
TCNA1A = ’Coordinated Universal Time’ / This is UTC

TCUN1A ='s ’

TCRP1A = 0.0

TCRV1IA = 63.184

TCDE1A = 1.0

TCTY1B = 'TCG ’ / TCG

TCNA1B = ’Geocentric Coordinate Time’ / This is TCG

TCUNIB = '’s ’ / still in seconds

TCRP1B = 0.0 / MIDREF is the reference point

TCRV1IB = 0.46184717 / But TCG is already ahead of TT at MJDREFB
TCDEIB = 1.0000000006969291 / And it keeps running faster

COMMENT ~  --—--——--- Second Time Column -----------—-——————————
TTYPE20 = ’Barytime’ / S/C TDB corresponding to mid-exposure
TFORM20 = ’2D ’ / format of field

TUNIT20 = ’s ’

TCTYP20 = ’'TDB ’

TRPOS20 = ’'BARYCENT’ / Time is measured at the Barycenter
TRDIR20 = ’TTYPE21,TTYPE22’ / Reference direction is found in cols 21 and 22
TCNA20® = ’Barycentric Dynamical Time’ / This is TDB

TCUNI20 = ’s ’

TCRPX20 = 0.0 / MIDREF is the true zero point for Barytime ...
TCRVL20 = 0.0 / ...and relative time is zero there
TCDLT20 = 1.0 / 1sis 1s
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Table 5 (contd)

123456789 123456789 123456789 123456789 123456789 123456789 123456789 123456789

TCRD20 = 1.0000000000000E-09 / Relative error

TCSY20 = 5.0000000000000E-05 / Absolute error

TCTY20C = ’TCB ’ / TCB

TCNA20C = ’Barycentric Coordinate Time’ / This is TCB

TCUN2OC = ’s ’ / still in seconds

TCRP20C = 0.0 / MIDREF is the reference point
TCRV20C = 10.27501057 / But TCB is already ahead of TDB at MJDREF
TCDE20C = 1.00000001550505 / And it keeps running faster
COMMENT -—=---———-- RA and Dec of each photon event ---------
TTYPE21 = ’EventRA ’ / RA of photon event

TFORM21 = ’D ’ / format of field

TUNIT21 = ’deg ’

TTYPE22 = ’'EventDEC’ / Dec of photon event

TFORM22 = ’D ’ / format of field

TUNIT22 = ’deg ’
END
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