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ABSTRACT

We present the ldg-logSand spatial distributions of X-ray point sources in seveta@a Bulge (GB) fields
within 4° from the Galactic Center (GC). We compare the propertiesl6BIX-ray point sources discovered
in our deep (100 ksThandraobservations of three low extinction Window fields near th@ Wth the X-ray
sources in the other GB fields centered around Sgr B2, SgreCAtthes Cluster and Sgr A* usirghandra
archival data. To reduce the systematic errors induced dyicertain X-ray spectra of the sources coupled
with field-and-distance dependent extinction, we cladbiéyX-ray sources using quantile analysis and estimate
their fluxes accordingly. The result indicates the GB X-rapylation is highly concentrated at the center, more
heavily than the models of the stellar distribution, andkieeds out to more than X.4rom the GC, roughly
following a projected density inversely proportional teetbffset from the GC. Assuming a simple power
law model for the X-ray spectra, the closer to the GC thenstdally harder the X-ray spectra appear, but
adding an iron emission line at 6.7 keV in the model allowsgpectra of the GB X-ray sources to be largely
consistent across the region. This implies that the mgjofithese GB X-ray sources can be of the same or
similar type. Their X-ray luminosity and spectral propestisupport the idea that the most likely candidate is
magnetic cataclysmic variables (CVs), primarily interiia¢gl polars (IPs). Their observed number density is
also consistent with the majority being IPs, provided tHatiee CV to star density in the GB is not smaller
than the value in the local solar neighborhood.

Subject heading<Galaxy: bulge — X-ray: binaries — X-ray: population

1. INTRODUCTION servations of three low extinction Window fields — Baade’s

_ . Window (BW), Stanek’s Window (SW; Stanek 1998) and the
The ChandraX-ray Observatory has opened a new era in }""' "~ . c ;
studies of the X-ray source population in the Galactic Bulge .-imiting Window" (LW) — near the GC (82). These Window

(GB). A series of shallow and de&ghandraobservations in fields allow us to observe the GB X-ray population and their

the Galactic Center (GC) region have revealed000 X-ray Galactic radial distribution with minimal obscuration bysd.
point sources in a2x 0.8 region (Wang et al. 2002) and We have discovered 1159 X-ray point sources in these fields.

2357 X-ray point sources in a 1% 17 region around the YW compare their distributions with X-ray sources in other
Sgr A* (M%/Jn% et al. 2003, hereafter MO%). An additional GB fields — the Sgr B2, Sgr C, Arches Cluster and Sgr A*
~ 2000 sources found in the Bulge Latitude Survey (BLS, f1€lds. We presenta new approach using quantile analys)s (83
two 0.8 x 1.5° regions) provide the initial results for the lat- to minimize the systematic errors in flux estimation, to .clas
itude distribution of the GB sources (Grindlay et al. 2009). Sify sources by their X-ray spectral types and investigagir t
The X-ray luminosities and relatively hard spectra ruled ou fadial distribution. We compare the X-ray distribution hwit
that the majority of the GC X-ray point sources are normal the known models of the stellar distribution (84) and iniest
stars, active binaries, young stellar objects, or quietsicen gate their nature (85). This work is part of dbinandraMulti-

mass X-ray binaries (GLMXBs) (M03). From the lack of real Wavelength Plane (ChaMPlane) Survey designed to measure
matches between the bright infrared (IR< 15) and X-ray the space density .and probable nature of the low-luminosity
sources in the Sgr A* field, Laycock et al. (2005, hereafter accretion sources in the Galaxy (Grindlay et al. 2005).

LO5) concluded that high mass X-ray binaries (HMXBs) can- 2. OBSERVATIONS AND DATA ANALYSIS
not account for more than 10% of the X-ray sources in this ' ]

region. While the leading candidate that fits the properties We performedChandrdACIS-I observations of BW on

of these X-ray sources is now magnetic cataclysmic varsable 2003 July 9 (Obs. ID 3780), SW on 2004 February 14/15
(CVs) (Muno et al. 2004, LO5), the relatively hard X-ray spec (Obs. ID 4547 and 5303), and LW on 2005 August 19/22 and
tra of some of the most recently discovered qLMXBs imply October 25 (Obs. ID 5934, 6362 and 6365). Due to techni-
gLMXBs could be misrecognized as CVs and be more com- cal constraints, the SW and LW observations were segmented
mon in the GB than thought in the past (Wijnands et al. 2005; into a few pointings, which we stacked for further analysis.
Bogdanov et al. 2005). Infrared (IR) searches for the caunte Table 1 summarizes the observational parameters and X-ray
parts of these GB X-ray sources have been actively pursuedource statistics of the Window and other GB fields analyzed
(e.g. Muno et al. (2005)), but the exact nature of the majorit in this paper. For the Sgr A* field, we use the results from
of the sources is still elusive due to high obscuration byt dus @ 100 ks observation (Obs. ID 3665) for easy comparison

and source confusion by the high star density. with other GB fields that were observed with similar expo-
We have conducted a series of deep (100&Ksandraob- sure times, and we have also stacked 14 observations from
the archive, totaling 750 ks exposure.
* Send requests to J. Hong at jaesub@head.cfa.harvard.edu We have analyzed the data as a part of the ChaMPlane sur-
1 Harvard-Smithsonian Center for Astrophysics, 60 Garden Gam- vey. For uniform analysis of all the ChaMPlane fields, we
bridge, MA 02138 have developed a series of X-ray processing tools, mainly

dage, VA , , ;
Gemini Observatory, 670 N. Aohoku Place, Hilo, HI 96720 based on version 3.4 of the CIAO package (Hong et al. 2005,
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FIG. 1.— Cross correlating X-ray sources detected in threemwifft energy bands: the number of pairs as a function of théwekeparationdg, see text) of
potentially identical sources (closest pairs) among theetliletection bands. The plots show the results from the 100dervation of the Stanek Window (a),
the Sgr A* field (b) and 750 ks of the Sgr A* field (c). The bimodhaépe is due to the mixture of the true and random matches in $trtbdiion. The (blue)
dashed-dotted lines show the results after introducingbiteay global offset (1in both R.A. and Dec.) among the three band detections, whidtrate the
distributions of the random matches.

hereafter HOS). After initial screening of the CXC level-2
data (e.g. select the events in good time intervals duririglwh
the background fluctuates 3¢ above the mean level), we de-
tect X-ray point sources with a wavelet algorithwal/detect
Freeman et al. 2002) with a significance threshold 010 into new random pairs by the positional offset.
The wavdetectoutine is run on each individual observation  After visual inspection of the raw images and the distribu-
and the stacked data set if available. Multiple observation tions of the relative distances in Fig. 1, we use a simple cut
are considered stackable (the SW, LW and Sgr A* fields here)(d; <2.0, red vertical line) for establishing the unique source
if the aimpoints are on the same detector (ACIS-1 or ACIS-S) list. The cut is sufficient for identifying virtually 100% dife
and they are within’1of each other. unique sources detected in multiple bands. From the distrib
In HO5, we used source detections in the broBg: (0.3— tions of the relative distances of the random pairs, we edém
8.0 keV) band. We now also incorporate source detections inthat the false random matches surviving the cut ranges from
the soft &«: 0.3-2.5 keV) and hardHx: 2.5-8.0 keV) bands 10 to 25 for the 100 ks observations. The corresponding num-
in addition to the broad band. We establish a unique sourceber of independent sources that might have lost by the false
list by cross matching the three detection lists based on therandom matches ranges from 5 to 0 1{%) for the 100 ks
relative distance of possibly identical source pairs (tbeast observations and about 100 for the stacked Sgr A* field (
pairs) in the three different bands. The relative distange (  3%).
of two sources is defined by the ratio of the source distance When multiple detections in the three bands are identified
to the quadratic sum of the positional errors. Note thateher as a unique source, we select the one with the smallest po-
is no astrometric offset among the images in the three bandssitional error for the unique source list. We note that the fi-
The positional errors of sources are calculated by an ecapiri  nal source position and error could be derived from a form of
formula based on the MARXsimulations (Eq. 5 in HO5). weighted average of astrometric properties of multipledet
Establishing a unique source list is straightforward im+el tions. However, th& andHyx band detections are not entirely
tively un-crowded fields such as the Window fields, but it can independent from thByx band detection. Therefore, in order
be tricky in heavily populated fields and in very deep expo- to avoid unnecessary complication in the analysis, we simpl
sures such as the stacked Sgr A* dataset. Fig. 1 shows théake the astrometric (and photometric) properties of thecso
distributions of the relative separations of nearest-nsig with the smallest positional errors, which is the detectidt
source pairs among the three detection basds,Hx, and the highest significance among the three bands.
Bx. As examples, we compare the 100 ks observations of As a sanity check, we compare our detection with the avail-
the Stanek Window and Sgr A* field, and the 750 ks stacked able catalogues in the literature. M03 provided a catalajue
dataset of the Sgr A* field. A source detection in each bandthe 2357 X-ray point sources discovered in the 690 ks expo-
contributes two pairs to the distribution, one from eachheft sure (626 ks of GTIs) of the Sgr A* field, Muno et al. (2006,
other two bands. hereafter M06) for the 397 point sources in the 100 ks expo-
The bimodal shape of the distribution indicates two types sure of the Sgr B2 field (Obs. ID 944) and Wang et al. (2006,
of the pairs contribute to the distribution: one type coissis hereafter W06) for the 244 X-ray point sources in the 100 ks
the truly identical sources detected in different bandstaed  exposure of the Arches Cluster (Obs. ID 4500). The majority
other consists of random pairs of unrelated sources. The dis(~ 85-90%) of these sources are also detected in our anal-
tribution of the random pairs can be estimated by introdyicin ysis or vice versa if our source list is shorter than theirs. A
an arbitrary astrometric offset in the source position leetww ~ small fraction of the sources are missing due to many subtle
the detection bands. The (blue) dashed-dotted line in Fig ldifferences in the detection methods and the selectioarizit
for the lists such as the detection energy bands (0.5-8, 0.5—
1.5 and 4-8 keV in M0O3 or 1-4, 4-9 and 1-9 keV in WO06),
the pointing or GTI selections (e.g. Obs. ID 1561 was not
included in our analysis in the stacked Sgr A* field). In ad-

shows such an example’ (@ffset in both R.A. and Dec.), the
shape of which closely resembles the right side of the birtnoda
distribution of original sources. The slight excess over th
original distribution is due to the real pairs being tramsfed

2 Some of the fields were processed by the tools based on verdiaf 3
the CIAO package, but the difference between two versiongrigmal.
3 http://space.mit.edu/CXC/MARX/.



TABLE 1
X-RAY POINT SOURCES IN THE SELECTEISB FIELDS
Field Obs. ID [ b aOffset  °Nuo2 °GTI Source coufft
©) ©) °) (ks) Bx S Hx Combined

BW 3780 1.06 -3.83 3.93 0.31 96 365 326 134 407
SW 4547, 5303 0.25 -2.15 2.12 0.48 96 388 313 140 433
LW 5934, 6362,6365 0.10 -1.43 1.39 0.68 94 282 184 174 319
Sgr B2 944 0.59 -0.03 0.65 81.2 97 279 126 224 363
SgrC 5892 -0.57 -0.02 0.51 52.7 97 313 188 241 442
Arches 4500 0.12 -0.02 0.19 52.5 97 330 84 328 423
Sgr A* 3665 -0.06 -0.05 - 56.5 88 401 92 400 508
(Stackef) 698 2251 370 2316 2876

(a) The aim point offset from Sgr A*. (b) The estimates for the integrateutral hydrogen column density along the line of the sight (in
10%2cmi?) by Schlegel et al. (1998) for the location of the aimpoint. This is only fodimg purpose due to the large uncertainty in the Galactic
plane fields. (c) The good time intervals (GTIs). The total exposurel{efore cleaning) is 100 ks each (750 ks for the stacked Sgr A* field).
(d) The number of the sources with net countl in the broad band (0.3-8 keV) on the ACIS-I CCDs (0, 1, 2, and 3)drthihee detection
bands Bx: 0.3-8 keV,Sx: 0.3—-2.5 keVHx: 2.5-8 keV) and the combined unique source list. (e) 14 pointings arkestaand they are Obs. ID
242, 2951, 2952, 2953, 2954, 2943, 3663, 3392, 3393, 3545, 3683, 4684 and 5360.
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dition, in the case of W06, their high significance threshold an increasing trend in the source number with both the aver-
(1077 except for the inner’2< 2’ region, about 10 counts in  age absorption and the intrinsic hardness, when compared to
their broad band, 1-9 keV) is the one of the main reasons fora simple power law model. For instance, in BW most sources
the difference (244 vs. 423) in the total number of the source have power law photon indeX) > 1 andNy2, < 1, whereas
detections. M03 and MO6 list all the source detections ihclu  in LW many sources lie if" < 1 andNy22 > 1. In the Sgr

ing ones with negative counts in their broad band (0.5-8 keV) A* field and the rest, most of the hard sources are heavily ab-
Our source list includes the detections with net countkin sorbed withl' < 1 andNy,, = 1 on average, well separately
theBx band (0.3-8 keV). from the foreground sources.

After source detection, we perform aperture photometry on  The quantile diagrams nicely illustrate the spectral diitgr
each source to extract the basic source properties such as nef the X-ray sources in the GB fields, but poor photon statis-
count and net count rate in the conventional energy bef&ds ( tics also contributes to the scatter. To reduce systemaiticse
0.5-2.0Hc: 2.0-8.0 andB:: 0.5-8.0 keV) and energy quan- caused by poor statistics in assigning spectral types ahile
tiles in the broad bandB: 0.3-8.0 keV). For the sources that lowing the spectral diversity of the sources in each field, we
fall near other sources, we carefully revise the apertuteef  divide the diagram into three groups as shown by the (grey)
source regions by excluding overlapping sections to mizémi  lines originating at €0.5, 1.3). The left section represents
the contamination from the neighbors (HO5). Table 2 lists a most foreground thermal sourceS1( soft group), the mid-
part of the source catalog with selected source propersied u  dle section most unabsorbed accreting sourG2s Mmedium
in this paper. The complete list for the Window and other GB group), and the right section the absorbed thermal or dngret
fields is available in the electronic edition. sourcesG3: hard and absorbed group). The division between
3. FLUX ESTIMATION BY QUANTILE CLASSIFICATION Gl andG3 is devised to be somewhat rouagainst varia-

' tions in detector response between ACIS-I and ACIS-S (see

In order to compare source distribution in various regions H04; H05); or induced by temporal loss of low energy re-
of the sky with diverse extinctions, it is necessary to atirre  sponse. The final results (e.g. MdogSdistributions) are not
for the interstellar absorption and use the unabsorbedtsour sensitive to small changes of the group boundaries (e.fi- shi
flux of individual sources. However, such a calculation is ing the boundaries by 0.1 inx ory). The mean quantiles for
not trivial for X-ray sources with diverse spectral types as each group (marked by) are calculated by the stacked pho-
found in Galactic plane fields since faint sources are unsuit tons of the sources in the group wiiN > 3 and net counts
able for spectral fitting. Moreover, the relatively large- ex < 1000 (to avoid being dominated by a few bright sources) in
tinction in the GB fields and its usually-unknown field-and- By. For a given model class (e.g. PL), we estimate the spec-
distance dependent variation make it difficult to identifgt  tral model parameters (e.d. andNy) of the sources in each
underlying X-ray spectral model (e.g. power law vs. thermal group using the mean quantiles.

Bremsstrahlung, etc). An inaccurate assumption of the-spec
tral model when estimating flux introduces systematic arror 3.2. Spectral hardening vs. radial offset from GC

that o_ften excegd the statistical errors. We therefore ej_mpll Table 3 summarizes the group mean quantiles ofGRe
quantile analysis (Hong et al. 2004, hereafter H04), which i 304 G3 sources and corresponding model parameters under
relatively free of the count-dependent bias inherent iraX-r  the PL and PL+Fe models. TH&2 sources in the high ex-
hardness ratio or X-ray color analysis, and so providestaiet tinction fields are omitted in the Table since they are mostly
measure for classifying X-ray sources in the GB fields. In the foreground sources. For comparison, the table also shaws th
following, the energy quantilé&, corresponds to the energy  model parameters estimated from spectral model fits. Irrorde
below whichx% of the counts are detected. to increase photon statistics, we stacked the spectra@ufu
. . within a group with net counts 1000 for spectral fittingand
3.1. Quantile Analysis the spectra were binned to have at least 40 counts in each bin.
Fig. 2 shows the quantile diagrams of the X-ray sources The model used is a power law plus an iron emission line for
(S/N > 3in By) in the selected GB fields overlaid with grids which we have chosen the 6.7 keV Fe XXV Heline be-
for a simple power law model (PL, solid lines) and a power cause it has also been observed in the spectra of the X-ray
law plus an iron emission line (PL+Fe, dashed) at 6.7 keV point sources in the deep survey of the Sgr A* field (M03),
with 0.4 keV equivalent width (EW, see 83.2 for the motiva- the shallow survey of the GC strip (Wang et al. 2002), and
tion of the line choice). The lower right panel also includes  other parts of the Galactic plane (Ebisawa et al. 2005). The
grid for the thermal Bremsstrahlung model (TB, dotted). The 6.4 keV neutral iron line is also present in some sourcesef th
S/N here is calculated based on the statistical erygusing  GB fields, but it is generally more prominent as unresolved
small-number statistics from Gehrels et al. (1986) (see als diffuse emission (Wang et al. 2002). Note our aperture pho-
Kim et al. (2004)). The difference in the model grids between tometry is designed to minimize possible contaminatiomef t
PL and PL+Fe is only evident in the highly absorbed or very diffuse emission through background subtraction (HO5). We
hard section of the diagram (the right side) because a smalhave chosen the 0.4 keV EW for the line in quantile analysis
iron line (> 6 keV with < 1 keV EW) does not make a no- and (the lo§N-logSdistribution later) because it lies in the EW
ticeable difference in three quantiles of the soft sources. range estimated by spectral model fits on @&sources and
Relatively insensitive to the extinction, the sources atbu  Muno et al. (2004) found a similar value- (0.4 keV) for the
(x,y) = (-0.9,1.6) are present in every field and they appear bright sources in the Sgr A* field.
unabsorbed and intrinsically soft regardless of the asdume
model class (PL, PL+Fe or TB). Foreground thermal sources * Under the PL model, the boundary of t&. andG2 groups stays in
such as coronally active stars fit the description. The loca-Petween’=2and 3. o _
tion of relatively hard sources in the diagram varies with th One can use a spectral model fit on individual sources withowtis>
. o . . 200-300, but in order to establish more reliable statisbestfe presence of
field extinction. In the Window fields, the hard sources are tne jine emission for the group, we also stack moderately bsighrces with
relatively unabsorbed, but on approach to the GC, there isnet counts up to 1000.



CATALOG OF X-RAY POINT SOURCES IN THEWINDOW AND FOUR GB FIELDS

TABLE 2

Source Posi. Net counfs S/N¢ Quantiles Unabsorbed Flux
Name Field R.A. Dec. Erér Offsef Bx < Hc Hc Eso Quartile  Group Hc
(CXOPS J) 0 ) 9 (keV) Ratid (10" ergs cm? s%)
180230.4-295647 BW 270.626934 -29.946497 1.29 10.05 1238) 71.5(10.9) 53.3(9.9) 54 1.89(0.10) 1.30(0.17) 1 3110.24)
180231.2-295528 BW 270.630007 -29.924698 237 1012 388) 46(6.9) 34.8(8.9) 3.9 3.56(0.29) 1.68(0.30) 3 1a29)
180235.9-295323 BW 270.649946 -29.889846 3.32 9.87 235 (9 23.4(8.1) -0.2 (5.6) 0.0 1.05(0.15) 2.08(0.48) 1 -0@13)
175404.4-294359 SW 268.518385 -29.733089 2.56 9.58 34.2)(1 25.3(9.2) 5.9 (6.6) 0.9 1.34(0.18) 1.63(0.64) 1 0.134p
175405.3-294717 SW 268522117 -29.788307  2.47 8.04 2@p (8 19.7 (7.7) 29(5.1) 0.6 1.40(0.24) 1.61(0.40) 1 0.061p.
175406.7-294239 SW 268.527957 -29.711050  1.97 9.99 42.0)1 20.6(9.4) 225(8.0) 2.8 2.12(0.54) 1.08(0.32) 2 00624)
175051.2-293418 LW 267.713518 -29.571797  1.02 8.10 1138 36.2(9.1) 75.8(10.9) 7.0 2.63(0.20) 1.25(0.16) 2 12m32)
175052.0-293319 LW 267.716827 -29.555400  2.92 8.14 162} (9 5.2(6.8) 9.3(6.6) 1.4 0.97(5.31) 0.20(0.29) 2 0.2799.1
175053.3-293207 LW 267.722097 -29.535548  2.12 829 2B@)1 2.8(7.3) 224(7.8) 2.9 3.46(0.38) 1.74(0.48) 3 0.7Z7p

Notes.—This table shows a part of the complete list, which is available in theariecedition.
(a) The 95% positional error radius. (b) The offset from the aim pdicjt.The net counts based on the aperture photometry(Hong et al). 2@)5he signal to noise ratio in thé: band.
The sources witls/N > 3 are included in the Idg-logSplot in Fig. 5. (e) 3E2s-0.3 keV)/(Ezs—-0.3 keV). (f) Based on the PL+FE model using quantile analysis. We do not incledituh
estimates in the other bands due to their large uncertainty. See the text fiataiils. The uncertainties for net counts and fluxes are statistical.errors



3 (Eps — 0.3)/(Epy — 0.3 keV)
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FIG. 2.— Quantile diagrams (0.3-8 keV) of the X-ray sources BitN > 3 in the GB fields overlaid with grids for a simple power law mogiL, solid lines,
power law indexI” = 0, 1, 2, 3 & 4,N422> = 0.01, 0.1, 0.4, 1 & 10), a power law plus an iron line model (Pé+dashed, at 6.7 keV with 0.4 keV EW), and
thermal Bremsstrahlung model (TB, dottéd, = 0.2, 0.4, 1, 2, 4 & 10 keMNy22 = 0.01, 0.1, 0.4, 1 & 10, only shown in the bottom-right plot &tarrity). The
energy quantilé&y corresponds to the energy below which of the counts are detected. The (red) crosses are for dievedy soft sources3/N > 3 in &, but
not in He), the (blue) ‘x’s for the hard sourceS/N > 3 in Hc, but not in&:), the (black) triangles for the bright sourc&ll > 3 in both&: andHc), and the
(orange) dots for the faint sourceS/N > 3 only inBc). The (grey) lines from<0.5,1.3) divide each diagram into the sd®l(), medium (2) and hard groups
(G3). ®s mark the quantiles of stacked photons in each group.

TABLE 3
SPECTRAL MODEL PARAMETERS FOR THES2 AND G3 SOURCES
Quartile PL from PL+Fe (Hex) from PL (+Fe Hea) from
Field Ratié Quantile Diagrarh Quantile Diagrarh Spectral Model Fft
Eso r Np22 r Np22 r Np22 EwWe XZ/DOFf
(keV) (x10%2 cm?) (x10% cmi®) (x10Pcm?)  (keV)

unabsorbed hard sourcé&32)
BW 1.97(2) 1.02(1) 1.38(03) 0.31(03) 1.42(03) 0.32(05) 1.36(2) 0.26(01) 0.15(9) 113.3/167

SwW 2.10(5) 1.03(2) 1.35(07) 0.37(06) 1.38(10) 0.38(08) 1.22(3) 0.25(03) -9 48.7/69
Lw 2.66(4) 1.09(2) 1.28(07) 0.73(09) 1.35(07) 0.79(09) 0.99(2) 0.38(02) -9 125.9/148
absorbed hard sources3)

BW 3.22(13) 1.38(9) 1.66(37) 2.20(70) 1.74(37) 2.30(70) 1.22(4) 1.66(16) -9 24.8/26
Sw 3.39(7) 1.52(4) 1.77(23) 2.90(50) 1.91(23) 3.10(50) 1.58(4) 2.78(19) -9 35.4/22

Lw 3.48(5) 1.43(3) 1.21(10) 1.95(15) 1.32(10) 2.10(20) 1.30(2) 1.89(06) 0.17(8) 93.1/115
SgrB2 4.75(4) 1.86(2) -0.37(14) 3.40(80) 0.25(17) 5.70(90) 0.50(1) 6.20(22) 0.61(7) 105.2/154
SgrC  4.81(3) 1.90(2) -0.26(10) 4.8(1.0) 0.46(21) 7.8(1.2) -0.10(1) 3.95(18) 0.38(5) 172.3/189
Arches 4.54(2) 1.83(1) 0.14(07) 4.00(50) 0.67(14) 5.70(70) 0.85(1) 5.17(12) 0.66(5) 319.4/363
SgrA* 4.69(2) 1.91(1) 0.31(14) 6.40(60) 0.94(14) 9.00(80) 1.02(1) 6.95(12) 0.46(4) 324.3/364
(a) 3E25-0.3 keV)/(Ezs—0.3 keV). (b) The parameter estimates based on quantile analysis for a power lé&l.no) The same as (b) but
with a fixed 0.4 keV EW at 6.7 keV (d) The parameter estimates by therapawdel fit. (e) the EW of 6.7 keV line. (f) Degrees of Freedom.
(g) Due to poor statistics, the spectral fit is done with a power law model utidhoiron line. See §4.




7

vs. TB) is right for the sources. A certain model can only be
ruled out when the derived values of the parameters are un-
physical or with external information (e.g. optical iddicth-
tions). In order to estimate the systematic errors arisiopnf
the improper choice of the model class, we compare flux esti-
mates under three different model classes: PL, PL+Fe and TB.
In order to see the significance of the difference among these
models, Fig. 4 compares the conversion factor of count cate t
unabsorbed flux for sources near the aim point in each group
under the three model classes. In the case ofithband, the
difference between the model classes is very small, butn th
& band, the conversion factor can differ by more than a fac-
tor of 10. We take the largest difference in the flux estimates
Energy (keV) among the three model classes as the systematic eergrs (
F6. 3 The stacked o of (8 . ' 1000) in LW and compare them with the pure count-based statisticalserro
With the PL+Fe XXV Henr (6.7 keV line) fit e et EW ok heine  (¢)- For the flux estimates in ttc band,os ~ 20-30% and
is 0.174 0.08 keV. we getos < o for ~ 87% of the sources witB/N > 3, and
os < o¢ for ~ 62% even with5/N > 5. In the&: band,os can

Under the PL model, both groups show a trend of increasing e larger than 1000%, and we grt< o only for 28% with
hardness of the intrinsic spectra on approachto GCliel /N = 3 and for 16% witt§/N > 5. _
for the Window fields vsI" < 1 for other GB fields). This This exercise does not explore all the possible model
apparent trend can be attributed to a few factors. classes, but the results indicate te band flux estimates in

In the case of theS2 sources in the Window fields, the this method are robust and relatively insensitive to theéagho
group contains a large number of foreground coronal source<2f the model classes. However, tfeband flux estimates can
and background AGN in addition to the GB sources. For in- P& dominated by the systematic errors arising from improper
stance, in the BW and SW, about 70% of the sources with Selection of the spectral model. The fundamental diffeenc
S/N > 3 in theHc band are background AGN (see Fig. 5in between thex andHc band is that thex band is very sen-
§4). Therefore, the group is perhaps too contaminated éor th Sitive 10 the range of interstellar absorption in the GB feld
apparent trend to be taken for real. ~1 cne, W_h|le theHc bandis not. In the following, we

The similar trend in th&3 group appears to be more real- Ilmlt our dlscu_ssmn to thédc bz_ind resu_lts using the sources
istic. However, comparing the PL+Fe model grid with the PL With S/N > 3 in He (X’s and triangles in Fig. 2), which are
model grid in the quantile diagram suggests this trend can béikely to be GB sources (and AGN) rather than the foreground
an artifact of using the PL model at least in part. Indeed the Sources. See also van den Berg et al. (2009) for the spectral
trend is alleviated under the PL+Fe model as shown by thechoices for the flux estimatesBx. If the number of countsin
model parameters estimated by both quantile analysis @nd th the stacked spectrum of a quantile gro1(G2 or G3) were
spectral fits (Table 3). Poor statistics in (88 sources of BW  large enough, a spectral fit would be better suited for deter-
and SW does not allow any meaningful constraint of the iron Mining the underlying spectral model and its parameters, bu
line emission in the spectra, but the stacked spectrum of the2 fit can also leave ambiguity over the correct spectral model
G3 sources in the LW does show a clear hint of the 6.7 keV Since in theHc band the difference driven by the model class

LW G3 Sources X2 0.81

Counts/sec/keV

Sigma

line (Fig. 3). The relatively weak line feature (EW 0.17 is less significant than the statistical errors, we simply/the
keV) in the LW can be explained by the relatively large con- Model parameters estimated by quantile analysis.
tribution of AGN in the group compared to other GB fields 4. SOURCE DISTRIBUTION

(see Fig. 5in 84). ; ot R
With the inclusion of a 6.7 keV line, the power law index 4.1 Bddington and Malmquist Bl_ases )

() gets largely consistent across the GB fields with the pos- In order to explore the effect of the Eddington bias (EB),

sible exception of the Sgr B2 or C field (see §5.3). The result Which makes the faintest sources appear brighter than éiey r

indicates that the galactic X-ray sources in the LW field may ally are, we simulate three spectral types of sources (one fo

be the same type of sources as seen in the other GB fieid§ach group) based on the group mean quantiles for each field.

closer to the GC. If true, the GB X-ray sources indeed extendUsing the MARX simulation code, we generate the sources

out to at least 1 4from the GC. with net counts By) from 5 to 400, using &* distribution
to cover the wide count range efficiently. We scatter 200 —
3.3. Flux Estimates 250 of these sources randomly over the real events and apply

Based on the group model parameters, we estimate thé.he regular analysis procedure. We repeat the procedu@ 100
source flux in the conventional energy bands, using the in-times. The fake sources are not allowed to overlap each other

strument response files at the aim point and scaling themPut they can fall on top of the real sources. The results indi-
for source position on the detector by the exposure mapcate that the EB is noticeable in the sources withO counts,

(HO5Y. For the stacked data, we use the average responsé/Nich can appear as bright as 15 — 20 count sources, depend-

files weighted by the exposure of each observation. Ing on the field (or up te- 30 count sources for the stacked
The quantile diagram can assign the model parameters (e.gﬁgr A field). Since we consider sources w&iN > 3 in the

I'=1.7 vs. 1.0) appropriate to a given model class for the ¢ Pand, which corresponds fo 16 — 20 counts at leask(

sources, but it cannot determine which model class (e.g. PL30 counts for the stacked Sgr A* field), we expect EB is nota
major contributor to the errors of the following distribuoitis.

6 The latest CIAO tools (ver 3.4 or higher) can calculate tispoase files The Malmquist bias (MB) is due to the exposure dependent
appropriate for each source location. volume (depth) coverage. The MB is usually a concern for
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FIG. 4.— Comparison of the rate-to-flux conversion factor forttimee quantile groups of sources in the three energy rafidesconversion factor in thidc
band (2—-8 keV) is robustg 20-30% variation), in th& band (0.5-2 keV) it is very unreliable (up to more than a faofdr0), and in the medium energy range
(1-7 keV), there are significant variations (up~tal00%).

luminosity distributions but not for Idg-logSdistributions in S/N > 3. For the sky coverage of a given source, we take
the apparent (detected) flux space. However, th&lllmghS the sky area where the minimum counts are less than the net
distributions in the unabsorbed flux space can be subject tocounts of the source in the band. These sky coverage values
the MB when strong interstellar absorption limits the degfth  agree well with those expected from the simulated sources of
the view, underestimating the true distribution. Therefohe three spectral types using the MARX (84.1). On average, they
faint end of the logl-logS distribution can be lower than the are within 10% for the cases witB/N > 3, which indicates
true distribution and so the MB counteracts the EB to some this method accounts for the completeness as well.
extent.

With > 100 ks exposure, all the sources with an unabsorbed 4.3. The logN-logS and Radial Distributions
flux > 102 ergs cm? s™* can be detected at the far side of the
Galaxy withS/N > 3 in Hc under the assumption of the total
integrated absorption &y ~ 12x 10?2 cm2”. Therefore the
MB is not a concern for sources with 104 ergs cm? st
(or > 5x 107% ergs cm? s for the Window fields) under
the assumption of a power law wih=1.0 for the X-ray spec-
trum. This does not mean we can access X-ray sources of
certain luminosity uniformly all the way through the Galaxy
For instance, the unabsorbed flux®f 104 ergs cm? s*
corresponds thy > 8 x 10°! ergs s* at the GC (8 kpcNy
~ 6x10?2cm™) andLy > 7 x 10*? ergs s at 20 kpc Ny
~ 12x10?2 cm?). The situation is a bit more tricky since
under the quantile group method we assign fixed spectral pa
rameters with a fixetlly value for the X-ray spectra of all the
sources in each group, which in fact have a divétgalistri-
bution (e.g. thez3 group in the Sgr A* field). However, the
sources with an unabsorbed flux 8t 1074 ergs cm? st
in this method are free of the MB for, 100 ks exposure.
The MB can be a problem for th@1 andG2 sources in the

The logN-logSand radial distributions of the X-ray sources
in the GB fields are shown in Fig. 5a & b respectively.
The log\-logS distribution was computed using sources with
S/N > 3in theHc band, under both the PL and PL+Fe models
described in 83, with the latter result plotted in Fig. 5aeTh
source number-density values plotted against angulardist
From Sgr A* in Fig. 5b are projected from the INglogS dis-
tributions at the flux value indicated by the vertical greyeli
(S> S =15x 10" ergscm?s?) in Fig. 5a. As seen in
Fig. 5b, the total source densities under the PL model are
slightly lower than the same under the PL+Fe model in the
high extinction fields. While both distributions under these
‘models are nearly identical in the three low extinction Win-
dow fields.

For clarity, we define the statistically robust section aftea
distribution in Fig. 5a and emphasize it with a solid lineisTh
"solid section" is defined to contain contributions fromestst
10 or molr3e sourcesz, Wlhich set the upper limit of the range (e.g
; S . oI S ~ 10 ergs cm- s for Sgr C). The lower limit is set by
gggth.gx':!nctlofntglelhdsbbu':jthelr c?.nt_rt;llaunon In th% 'f'gtolgg the flux value at which the sky coverage of the contributing

IStribution ot theéric band IS negligible compared 1o G3 sources is greater than 50% of the maximum sky coverage
sources. i.e. the full field of view (FoV) (e.9S ~ 10*% ergs cm? s*

4.2. Sky Coverage for Sgr C). In this way, we avoid the statistical bias or flactu

tion due to either low source statistics at the bright endhef t
coverage as a function of flux. In order to minimize the sys- accessible fiux range or limited sky coverage at the faint end
tematic errors associated with spectral type assignmeat, w g{)tohveer(?rri]tge(rai.a-li—g?jgt(t)égon of each distribution not meeting th
e e e oo o1 (e 9" The siope () ofthe log-ogSdiirution s clcuated by
(Cappelluti et al. 2005; HO5). For each observation, we gen—a power law fit N oc S*) to the solid line section of the dis-

. . . tribution. They-axis error of the distribution is given by the
erate the background-only images by removing the counts in . e . .
the source reg%ons in theyimage an)c/i filling th% region with guadratic sum of the statistical error (shown in the figure) a

: PP : : a constant systematic error 0%, the difference between
the counts using the statistics in the surrounding regidms (
filth). At every pixel in the background images, we calcu- the PL and PL+Fe model). As expected for the narrow FoV

o . . .. of ACIS-I observations, the slopes of the MdogS distribu-
late the minimum source counts required for detection with tions are largely consistent with the -1.5 slope withir2o

7 Assuming the absorption to the GC to bexa0?? cm 2 (Baganoff et al. except for the_ St_aCked Sgl’ A* field, which shows a hint of
2003) and the symmetry with respect to the GC. the actual deviation~ 60) from_the -1.5 slope. Note the cal-
8 http://cxc.harvard.edu/ciao/ahelp/dmfilth.html culated slopes are only for guiding purpose, and they should

For the lodN-logS distribution, we need to know the sky
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FIG. 5.— The lodN-logS (a) and the radial (b) distributions of the X-ray sourceshie B fields. Fluxes are computed under the PL+Fe model (6.7ikeV |
with 0.4 keV EW) and the distributions include the source\®jtN > 3 in theHc (2—8 keV) band. The numbers in the legend of (a) are the slepean(d their
error of the power law fits o« S™) to the solid section of the ld¢rlogS distributions (see the text for the definition of the solidtgen). The (orange) solid line
is the active galactic nuclei (AGN) distribution from Kim&it (2007) seen in the low extinction fields and the (orangshed line is the same corrected for the
extinction to the GCNy =6x 1072 cm™2, see the text). The radial distribution shows the numberitieosthe X-ray sources witls > 1.5 x 1074 ergs cm? s7*
(marked by the vertical strip in the left panel) under two $meenodels (solid black for PL+Fe and dotted red for PL), coragdawith the stellar distribution
(solid green) and the/B distribution (blue dashed). Theaxis in the radial distribution is the average offset vadfithe sources in each field.

not be taken seriously for representing the populationesanc The radial distribution is generated from the sources with
simple power law does not fit some of the distributions very S> S =1.5x 10* ergs cm? 2, plotted over the stellar dis-
well. tribution (green) and the/2 distribution (blue dashed). Both
The AGN distribution is taken from Kim et al. (2007), us- the stellar and A9 distributions are averaged over the ACIS-I
ing a power law model witH" = 1.7 for the X-ray spectra. FoV (17 x 17') of the GB fields. Theg value for the radial
The (orange) dashed line indicates the reduced AGN popula-distribution is chosen as a compromise between having suf-
tion that can be seen through the high extinction fields suchficient source statistics in the Window field% (< 2 x 10714
as the Sgr A* field, since the unabsorbed flux is corrected for ergs cm? s™) and avoiding statistical biases in the high ex-
the average absorption of the X-ray sources, mostly Galacti tinction fields & > 10724 ergs cm? s™). The curve resulting
and centered around the GC, which should be about half ofunder the PL+Fe model (black solid) is more centrally con-
the total absorption for the AGN. For simplicity, we correct centrated around the GC than the PL model (red dotted).
anotheNy = 6x10?2 cm™? for the AGN seen in the high ex- The stellar distribution is derived from a Galactic stellar
tinction fields. For comparison, we overlay the point source model used by M06, and it consists of a central spherical clus
distribution that is required to explain for Galactic Ridge ter, a central disk, a triaxial ellipsoidal GB and a Galadtik
ray emission (GRXE) atl(b) ~ (285°,0.0°) from Ebisawa  (Launhardt et al. 2002, hereafter L0O2; Kent et al. 1991, here
et al. (2005). We come back to the GRXE in §5.4. after K91). For the first three components, we use the formula
For the Sgr A* field, we plot the results from both the and the parameter values in LO2 and M06. For the Galactic
stacked data (black) and the 100 ks exposure (grey) in Fig. 5alisk component, M06 use a simple exponential form in K91
and use only the stacked data in Fig. 5b. The spectral modeland employ 18 M, for the total Galactic disk mass for the
from the 100 ks exposure are used for both data sets for fairoverall normalization, but since the first three componangs
comparison with other fields and to avoid any spectral param-mainly for the stellar mass, we believe this is an overeg@ima
eter driven variations between two exposures for the Sgr A* Therefore, we use a normalization that matches the lodal ste
field. The distribution of the stacked data~s40% higher at  lar mass density of 0.04Ml., pc (Robin et al. 2003). This
S = 10'* ergs cm? s* than the same for the 100 ks expo- gives 18 x 10'° M, for the whole disk, which is roughly con-
sure. A few factors such as the MBre responsible for the sistent with the estimate by Robin et al. (2003)2(2 10'°
difference, but the main cause of the difference is susgecte My)*°. Since we expect both the X-ray and stellar sources
to be the X-ray variability of the sources. The stacked dataare centrally concentrated around the GC, in Fig. 5b we fur-
(750 ks) simply have a better chance of detecting the sourcesher assume that all detected hard Galactic X-ray sourees ar
or catching high flux states of the sources than for the shorte at a distance of 6 — 10 kpc, which is justified given that the
exposure (100 ks). For instance, the 20 brightest sources irstellar models predict that 80% of sources along the line
theHc band in the 100 ks observation of the Sgr A* field are of the sight of the GB fields lie in the same distance range.
found to be about 30% brighter on average in the stacked datdNote the central concentration also makes our normalizatio
set, and five of the 20 brightest sources in the stacked datachange of the Galactic disk component less important in the
were not detected in the 100 ks observation. This variationoutcome, but we find that the change makes this Galactic stel-
qualitatively agrees with the change seen in thélldogS dis- lar mass model consistent with other Galactic stellar numbe
tributions, but the diverse nature of the X-ray variabikiyd density models (see 8§ and Table 4). These stellar model com-
duty cycles makes it hard to quantify the resulting diffe@n  ponents have about a factor of two uncertainty (M06, L02).

in the log\N-logS distributions.
10 The smalll difference is mainly due to the difference in the agstion of
9 Note that the unstacked Sgr A* field (Obs. ID 3665) has thetskoG Tl the distance to the GC: 8 kpc for the model used here, and 8.®kjRobin
(88 ks) among the seven fields. etal. (2003).
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The normalization of the stellar angddistributions is set  density to the number density or vice versa (Picaud & Robin
by a simpley? fit to the radial-distribution curve under the 2004; Robin et al. 2003). As a consistency check, we also
PL+Fe model (Fig. 5b). We use the stacked result for the Sgrcompute the stellar density using another stellar modetigho
A* field. The radial distribution shows the GB X-ray sources B) by Picaud & Robin (2004), which consists of a Galactic
are highly concentrated at the GC, more than the stellai-dist disk and a Galactic Bulge. This model describes the stellar
bution. It also shows the hard GB X-ray sources extend out tonumber density in the outer Galactic Bulge and the Galactic
> 1.4° from the GC, following roughly the /& relation with disk. So it is properly normalized at the local Galaxy (0.144
some excess in the Arches Cluster, Sgr C and Sgr B2 fieldsstar pc3), but due to the lack of the Galactic nucleus com-
The excess of the X-ray source to stellar distribution near t  ponents, the stellar density for the GB fields withindt the
GC does not appear as prominent if we use the 100 ks ex-GC is underestimated. The two models agree within 30% for
posure of the Sgr A* field af = 1.5 x 104 ergs cm? s*. the Window fields where Galactic Nucleus components are
However, the trend of the relative excess of the X-ray saurce relatively unimportant. In the following, we use model A for
toward the GC is present from the Sgr B2 to Sgr A* field (e.g. comparing the X-ray source density with the stellar density
the Sgr B2 field has a deficit under the current relative normal ~ The relative X-ray source to stellar mass densities in the
ization in Fig. 5b), and the ldg-logS distributions of the 100  seven GB fields are.8-1.8 x 10° X-ray sourcesM_}! at
ks exposure and the stacked Sgr A* field become more con-S> 1.5 x 10 ergs cm? st (1.1 x 10°2 ergs s for sources
sistent atS > 2 x 10 ergs cm? s1. Therefore, the excess  at the GC, 8 kpc). The large variation of the relative density
of X-ray sources with respect to stars toward the GC appearsamong the seven fields reflects the mismatch between the X-
real. ray and stellar distributions - the X-ray sources are more ce

5. DISCUSSION trally concentrated than the stellar sources. The relativay

) ) source to stellar number densities ar@-05.6 x 1077 X-ray
We find that the number-densny of the hard X-ray sources soyrces stat atS> 15x 1044 ergs cm? 3‘17 depending on

in the GB is significantly elevated above the AGN density out the field.
to at least the LW at 1*4separation from Sgr A* (Fig. 5a). Now we assume IPs are 5% of all CVs (eq.2—-8% for
Furthermore the radial distribution of the hard X-ray s@src  the models in R06) and about 12% of IPs have the X-ray lu-
roughly follows a ¥ 6 relation out to this field (Fig. 5b). This minosity above 1% ergs §! (e.g. ~ 10-16% in R06, see
discovery suggests that all such sources observed within ahjso Heinke et al. (2008)). Then the required CV to stellar
least~ 200 pc of the GC belong to the same centrally con- density to explain the hard X-ray GB sources ranges from 4
centrated population. The similarity of the stacked sgectr to 24 x10°° depending on the fields. If we assume a local
of the hard X-ray sources in all fields from Sgr A* to LW,  star density of 0.144 p& and the CV to star density is con-
and in particular the presence of a 6.7 keV iron emission line stant in the Galaxy, these correspond to the local CV density
strengthens our conclusion that a single underlying cl&ss 0 of 1.4-8.6 x 10 pc3. Considering the local CV density
sources makes up this population. estimates (3 x 10° pc3) in the literature (see e.g. Ak et
5.1 X-rav Source Density vs. CV densit al. 2008; Grindlay et al. 2005; Pretorius et al. 2007), this r
1. A-fay source Density vs. y sult indicates IPs can be the major component of the observed
The current leading candidate to explain the X-ray sourcesX-ray sources as long as the relative CV to stellar density in
within 20 pc around the GC is magnetic CVs or intermedi- the GB is not much smaller than the value in the local solar
ate polars (IPs) in particular (M04, LO5). Recent popula- neighborhood.
tion synthesis models by Ruiter et al. (2006, hereafter R06) Note there are a few caveats in this analysis. First, tharadi
show IPs can constitute the majority of these X-ray sourcesdistribution of the X-ray sources does not match well with th
under the assumption that IPs span a luminosity range ofstellar distribution as shown in Fig. 5b. As mentioned, this
~ 3x 107°-5x 10% ergs s and that they make up 2—8% is the reason for the large variation in the estimates of the
of all CVs (see also MOG6 for a review of the population syn- relative density. It means the stellar model we use may not
thesis models for the X-ray sources in the GB). Now our ra- be appropriate for scaling the observed X-ray populatien di
dial distribution indicates this source population exteodt rectly. A solution could be found in some of the assumptions
to ~ 200 pc and the hard X-ray spectra with the iron emission we have made. For instance, the (apparent) fraction of IPs in
line supports the idea that IPs are the major component of theall CVs may not be constant across the fields. Second, there

population. are large uncertainties in the model parameters and vaagus
In this section, we compare the observed X-ray source den-sumptions such as the ratio of IPs to all CVs and the fractiona
sity with the stellar (mass) density to see if CVs, especl@s IPs with the X-ray luminosity> 10°? ergs s'. For instance,

can explain the majority of the detected X-ray sources.&abl according to Ritter & Kolb (2003), the ratio of the known IPs
4 summarizes the number density of the X-ray sources withto all known CVs are about 10%, but this is also subject to a
S> 1.5x 10" ergs cm?s™ in the Hc band and compares  large uncertainty due to selection biases. Similarly thger®
them with the stellar (mass) density. For the GB X-ray source firm estimate of the X-ray IP luminosity distribution to sket
densities, we subtract the expected number of AGN, which isaccurate limit for the fractional IPs with the X-ray lumiritys
145 deg? in the Window fields and 107 degin the highex- > 10%2 ergs 5.

tinction fields, from the surface density (see §4.3) (Kimleta  Third, as illustrated in the Idg-logS distributions of the

2007). _ 100 ks and stacked data of the Sgr A* field, the X-ray vari-
Table 4 quotes the average stellar density over the volumeability can change the apparent source distribution. Ireord
defined by the distance between 6 and 10 kpc in thex 17’ to understand the true distribution, it is necessary to moni

FoV using two stellar models. Stellar model A is the same the GB fields continuously and extract the source distriputi
stellar mass model used in Fig. 5 (M06, L02, K91). Since from a longer exposure. Considering the X-ray variability o
model A provides the stellar mass density, we use a locagvalu the sources observed in the Sgr A* field, the true distrilbutio
of 0.144 stars pé and 0.044M, pc3 to convert the mass
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TABLE 4
X-RAY SOURCE AND STELLAR DENSITY
X-ray Sourc8 Model A° Model B
Surface Volume Star X-ray to X-ray Required CV Star
Field density density density stellar mass to stars toSstars density
(deg?) (107 pc?) (pc) (10'Mg} (107) (10°) (pc™)
BW 26(46) 3.2(5.7) 2.1 5.1(9.1) 1.6(2.8) 2.4(4.3) 3.2
SW 39(48) 4.9(6.0) 5.3 3.1(3.7) 0.9(1.1) 1.4(1.7) 6.7
LW 203(65) 26(8) 7.6 11(4) 3.4(1.1) 5.2(1.7) 8.3
Sgr B2 583(93) 73(12) 42 5.7(9) 1.7(3) 2.7(4) 8.8
SgrC 902(114) 110(14) 46 8.1(1.0) 2.5(3) 3.8(5) 8.9
Arches 1624(153) 200(19) 53 13(1) 3.9(4) 6.0(6) 9.1
Sgr A¥ 2118(188) 390(24) 70 18(1) 5.6(3) 8.6(5) 9.1
By the fit in Fig. 5 7.7(1.0) 2.4(3) 3.7(5)

(a) Assumes the hard X-ray sourc&s1.5 x 104 ergs cm? st in Hc) or stars seen within the 1% 17’ FoV are mainly £ 80%) from 6-10

kpc distance. (b) Using the PL+Fe model. We subtract the expected AG¥ers, 145 deg from the Window fields and 107 d&from the

high extinction fields. (c) The composite model in M06 and referencesitheThe model gives the stellar mass density in the urli @fpc,

and we assume the local value of 0.144 star$ pnd 0.04M, pc® to get the star number density (Robin et al. 2003). This relation should be
good for the bulge in the case of CVs and active binaries, but pertggond for young stars (Sazonov et al. 2006). (d) The stellar density
model by Picaud & Robin (2004) for the Galactic disk and outer Galacticsbulpe model does not include a central nucleus, so the (italic)
values for the Sgr B2, Sgr C, Arches, and Sgr A* fields are not relichée 85.1. (e) The required CV to star density to explain the hard GB
X-ray sources by IPs. We assume that IPs are 5% of all CVs{e23-8% in R06) and that about 12% of them are detected abd¥efids 5*
(e.g.~ 10-16% in RO6), which corresponds1.5 x 1014 ergs cm? s for the sources near the GC (see text). (f) The stacked Sgr A* field.

of the GB X-ray population in the other GB fields canbe  tent with our result for the Sgr A* field. Using a similar scal-
20-30% higher than what has been observed in the 100 ksng based on Eq. 5 in S06, we get48 x 10°° ergs s* M}
exposures. for the X-ray emissivity reported by Revnivtsev, Vikhlink
Sazonov (2007) in the 28 keV range for 18734 ergs st.
: . Due to many different underlying assumptions in the above
5.2. Comparison with other results estimates (e.g. the spectral model parameters, stellar mod
According to Eqg. 5 in M03, the X-ray source density in els, etc), it is not easy to make a fair comparison among the
the Sgr A* field is 0.60+ 0.04 X-ray sources arcmiif at reported results. The large uncertainties make thesetsesul

S>15x10Mergscm?s™? or 1.25x 107 phcn?s? in appear consistent withino2 but our results are at the lower
the 2-8 keV range under their assumption of a power law end of these findings.
spectrum withl' = 0.5 andNy = 6 x 10?2 cm? L. This is MO06 and Muno et al. (2008, hereafter M08) have presented

roughly consistent with our results, 0.860.17 arcmin? at the X-ray source distribution in a8°2< 1° region around the
S> 1.5x 1014 ergs cm? s from the stacked results under GC. In the case of the IddrlogSdistribution, one of the inter-
the PL+Fe model. The error is derived from the quadratic esting results in MO6 and MO8 is a flatter distribution of the
sum of the statistical error and 20% systematic errors (the X-ray sources in the Arches Cluster and the subsequent ex-
difference between the PL and PL+Fe model). cess of the X-ray sources near the high end of the flux range,
Table 5 summarizes a few estimates of the specific luminos-compared to the Sgr A* field. We also see a similar cross over
ity of the Galactic X-ray point sources in tf&handrdACIS between the unstacked Sgr A* field and the Arches Cluster at
energy range in the literature. The range of the specificlumi ~ 1.5 x 1073 ergs cm? s (or at~ 8 x 10713 ergs cm? s1
nosity in our study covers the variation among the sevendiield with the stacked Sgr A field, out of the range in the Fig. 5a).
under the assumption of the PL+Fe model for the X-ray spec-We believe this is a simple statistical fluctuation rathemth
tra. Using Eq. 7 in MO6 and assuming thesalues in Fig. 5a  a true representative of the population, arising from a kmal
and the number density of the X-ray source$¢a1.8 x 107 number of sources in the narrow FoV, where a few strong
X-ray sourcesM(‘D1 at>1.1x 10*? ergs s') in Table 4, we get  sources{ 2-4 in the Arches Cluster) skew the shape of the
0.5-2.8x 10 ergs & Mél in 2—-8 keV for the luminosity ~ whole distribution. In fact, the small number statisticaliso

range of 5< 10°2-10% ergs s'. evident in the jumpy shape of the distributions near the high
MOB interpreted the result in Sazonov et al. (2006, hereafte €Nd Of the flux range. In Fig. 5 of MOG, the excess _%f t_hle X-
S06) to be 10+ 0.3 x 1077 ergs ' ML for 10%27-34 ergs st ray sources in the Arches Cluster above 80° ph cn“ s

using Eq. 5 in S06 and Eq. 7 in M06, and claimed their result 1S boosted by excluding the overlapping region between the
(5+2 x 1077 ergs st Mél) is consistent with S06. However, gr A* field and the Arches Cluster from the sky coverage

the result in S06 is calculated in the 2-10 keV range and Mogcalculation for the X-ray sources of the Arches Cluster.rn o
in 0.5-8 keV. In the 28 keV range, the result in M06 be- der to minimize the effects due to the small number stasistic

comes B-+1.3x 10% ergs s* M+ under their assumption of in our analysis, we focus on the solid line section of thertlist
I'= 1.5 andNy = 6x 1072 cm2. Similarly, the result in S06 is butions that contain at least 10 or more sources. In addlition

. ; ; . i 0
scaled to be 33 x 10% ergs s ML in the same energy band. guantile analysis results in a slightly higher value 10%)

So there is a hint of mismatch in the results between M06 andOf the rate-to-flux conversion factor for tH83 sources in

. . : : . the Sgr A* field than the same for the Arches Cluster (see
S06. This conversion also reveals the result in M06 is censis Fig. 4), which in turn pushes the IbglogS distribution of

11 M06 assumd" = 1.5 for the X-ray spectra of the sources in tiex21° the Sgr A* field re'a“Ve'Y h'igh(-}'l’. As a result, we find the
region around the GC slopes of the lol-logS distributions of the Arches Cluster
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TABLE 5
SPECIFICLUMINOSITY OF X-RAY POINT SOURCES
Energy Luminosity Scaled for
Source Reported Range Range %40 ergs§'in2-8keV Studied Fields
(10 ergs§* M)  (keV)  (ergs ) (10* ergs §* M}
This Study 05-28 2-8 s 05-238 7 GB fields (100 or 750 ks)
MO06 5.0+ 2 0.5-8 182734 33+13 2 x 1° around the GC (100 or 2 12 ks each)
S06 45+ 9 2-10 16736 9+3 the local solar neighborhood
RO7b 77+ 39 2-10 1603323 18+ 9 the Sgr A* field (1 Ms)

MO6 — Muno et al. (2006), S06 — Sazonov et al. (2006), RO7b - Résai, Vikhlinin & Sazonov (2007)

and Sgr A* fields are consistent and the Sgr A* field contains timates associated with the spectral model selection igihé r

more X-ray sources than the Arches Cluster consistently be-panel in Fig. 4, see also Revnivtsev et al (2009)).

low ~ 3 x 10 ergs cm? s2., Fig. 5a shows our X-ray point source distributions in the
In the case of the radial distribution, the excess of theyX-ra GB fields fall short of the required X-ray point source dis-

sources in the Sgr A* field with respect to the stellar model tribution to explain the GRXE (see also Fig. 9 in Ebisawa et

is about 3 above the stellar model if one considers both the al. (2005)). The latter distribution is calculated in thel@—

statistical errors and the 20% systematic errors in the flux
estimates (about B0above only with the statistical errors).
MO8 find about 2.6 excess of the X-ray sources at the GC
compared to the best fit stellar model.

5.3. Another source population in Sgr C (or Sgr B2)?

The 1/6 distribution is consistent with the observed radial
distribution of the X-ray sources in the GB fields within 2—
30 except for the Sgr C field. The Sgr C field, like the Sgr

keV range, but the overall flux contribution in the 8-10 keV
is < 20-30% (see Fig. 8 in Ebisawa et al. (2005)), which is
not big enough to make a difference in the above argument.
Note we are comparing the different regions of the Galactic
plane, but the GB fields here are expected to have more X-ray
point sources than the field analyzed by Ebisawa et al. (2005)
due to the proximity of the GC. Therefore, on the surface,
our results for the Ioy-logS distributions in Fig. 5a and the
relatively low specific luminosity of the X-ray point sousce

B2 field, contains molecular HIl complexes that host massive in Table 5 seem to favor the presence of a truly diffuse com-
star formation. These molecular clouds are very luminous inponent in the GRXE. But such an interpretation is perhaps
hard X-rays, in particular with the 6.4 keV neutral iron line premature due to many obvious reasons (e.g. the spatial vari
(Murakami et al. 2001a,b). In our analysis, the estimates ofation of the GRXE, the undetermined luminosity function of
theI value in the PL and PL+Fe model for the stacked spectrathe unresolved X-ray point sources, etc.). Therefore, aede

of the G3 sources in the Sgr B2 and C fields, are significantly this comparison only for guiding purpose and defer any con-

lower compared to the rest of the fields, indicating there is clusion after further analysis including the studies of tine

another source population with a different spectral typz th

resolved X-ray flux. A follow-up paper (Hong et al. 2009b)

could be related to the star formation, in addition to the-pop Wwill address the unresolved diffuse X-ray emission in the GB

ulation following the Y6 distribution. This may explain the
excess of the radial distribution in the Sgr C (and Sgr B2jifiel
compared to the /B relation.

5.4. Galactic Ridge X-ray Emission

fields including the regions covered by the BLS.

6. CONCLUSION AND FUTURE WORK

In the log\-logS distribution of the sources in the GB
fields, the systematic errors arising from certain asswnpti

The nature of the GRXE has been debated since its discov-of spectral type is usually disregarded due to lack of adtern

ery. The analysis of the degphandraobservations of two
Galactic plane fields around, b) ~ (28.5°,0.0°) illustrates

tive approaches. However they often dominate other system-
atic errors such as the EB, completeness or even statistical

the disagreement in the community about the nature of therors. The quantile analysis allows for a simple, robust oeth
GRXE. Ebisawa et al. (2005) reported the X-ray point sourcesto assign a proper spectral type for flux calculation. Thiatec

(> 3 x 10715 ergs cm? s1) explain about 12% of the GRXE

nigue is shown to be reliable in the hard bapd keV) and

in the 2—10 keV range. They argued that no known class ofinsensitive to selection of the spectral model. In the saftd
unresolved X-ray sources can possibly make up the deficit and < 2 keV), where the Galactic extinction has a great influence
that a truly diffuse component should be present in the GRXE. in the spectra, the result can vary drastically dependintpen
However, Revnivtsev & Sazonov (2007, hereafter R07a), us-assumed spectral model class. Therefore, any resultsiegver
ing the same data, reported the resolved Galactic X-rayt poin the soft energy range should be taken with caution.

sources £ 1.5 x 10715 ergs cm? s™1) make up about 19% of

The logN-logS and radial distribution of the GB fields in-

the GRXE in the 1-7 keV range and the extra-galactic sourcescluding the three low extinction Windows show the high con-
for another 6%. They claimed the deficit can be explained by centration of the GB X-ray sources near the GC. The GB dis-
the unresolved point sources using the luminosity funabon  tribution clearly extends out te 1.4° (LW) from the GC and

the X-ray point sources in the local Galaxy by S06. R07a ar- possibly more. The spectral type of the GB X-ray sources
gued the disgreement from Ebisawa et al. (2005) is due to theappears to be largely consistent across the region under the
underlying assumptions of the X-ray luminosity functiordan power law model with an iron emission line at 6.7 keV. It is
also due to the choice of the energy range. Itis likely tha& on possible that one type of source constitutes the majoritiyef

of the keys to the solution lies in the luminosity functiortioé
faint X-ray point sources below 10°*3! ergs s'. We find

GB population, and the estimated X-ray density is consisten
with the majority being magnetic CVs (IPs).

that the choice by RO7a (1-7 keV) does not appear particu- While multiwavelength observational campaigns provide

larly ideal due to the relatively large uncertainty in thexfas-

important clues on the GB X-ray population, the true nature
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of the nature of GB X-ray sources may not be completely A* field it would be very difficult to observe such a spectral
resolved due to source confusion and high obscuration. Achange or periodic modulation due to the heavy absorption.
deep observation{ 1 Ms) of the LW (Revnivtsev et al 2009), By a crude scaling based on one IP found in the 100 ks obser-
designed to investigate the nature of the GRXE in the field, vation of the BW, one can expect about 30 to 40 such identifi-
is very encouraging for studies of the nature of X-ray point cations in a 1 Ms exposure of the B¥/Such findings would
sources in the GB. Such a deep observation allows a direct dealso provide enough statistics to explore the radial distidn
tection of iron emission lines or X-ray variability in many o of this particular source type. Therefore, continuous X-ra
the GB X-ray sources, with which we can identify the nature monitoring of the low extinction Window fields including the

of individual sources. We note only a handful of sourcesénth SW and BW is another important approach for unveiling the
1 Ms data of the Sgr A* field had enough statistics for identi- nature of the GB X-ray sources. Note that the Window fields
fication through such a direct discovery (M03,M04). But the are also suitable for searching non-magnetic CVs in the GB.
low extinction in the Window fields can be a game changer. These are potentially more abundant than magnetic CVs, but
For instance, we have identified an IP in the BW from the 100 they are known to have relatively soft spectra and thus they
ks observation, based on the periodic X-ray modulation as-would be likely hidden in the high extinction fields such as
sociated with the X-ray spectral change (Hong et al. 2009a).the Sgr A* field.

According to its average flux, the source can be a brightdP ( This work is supported in part by NASA/Chandra grants
10%3 ergs st) near the GC, but for a similar source in the Sgr GO6-7088X, GO7-8090X and GO8-9093X.

12 Assume the identifiable source distribution is proporticiea$in™>/2,  the difference in the stacked and unstacked data set of tha*Sigld.
where S, gets 10 times fainter, and also assume an additional 20-30% in-

crease in the probability of catching highly variable X-smurces based on
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